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Abstract

In this work, investigation was done on the prototypes of the neutron dosemeters developed

at the Helmholtz-Zentrum München (HMGU), by means of both simulation and ex-

periment. These (active electronic personal) dosemeters consist of four sensors with di�erent

characteristics, i.e. converters and thresholds.

For the simulations, the Geant4 Monte Carlo framework was used. First, pulse height

spectra of the four sensors at di�erent neutron energies were obtained. Thereby the charge

collection e�ciency of the detectors was accounted for with an innovative analysis procedure.

With an AmBe energy spectrum as an input, good agreement with a measured pulse height

spectrum was found. The further acquired spectra provided insight into the functional prin-

ciples that lead to signal creation. The dominant physical e�ects in di�erent energy regions

were identi�ed. The in�uence of dosemeter and converter materials were studied, as well as

the impact of a phantom.

Second, for the �rst time response functions of the prototype sensors were determined from

thermal to several 100 MeV neutron energies by means of Geant4. Geometries with and

without phantom were used. The results are discussed with the help of the previously acquired

pulse height spectra. The impact of a phantom on the response functions was quanti�ed.

Furthermore, experiments were conducted using the dosemeter prototypes in three di�erent

neutron �elds.

At the Helmholtz-Zentrum Berlin (HZB), the various sensors were for the �rst time

tested in a pulsed neutron �eld (with a burst frequency of 100 Hz) as part of an international

measurement campaign. The experimental setup was also simulated using Geant4. In the

measurements, linearity between count and �uence rate was established for all sensors, except

for a slight excess at the highest rate for two sensors. Thus, the prototypes were demonstrated

to work reliable in a pulsed �eld up to a neutron �uence rate of about 40 · 103 cm−2s−1.

Also, irradiations were conducted with an AmBe source; thereby, di�erences in the �Albedo�

sensor´s response were observed depending on the experimental setup. In both measurements

the �Delta� sensor group was deactivated resulting in an underestimation of dose up to 40 %.

In an experiment at the Zugspitze, secondary cosmic radiation was measured with the

dosemeter prototypes. The neutron energy spectrum was provided by a Bonner Sphere Spec-

trometer. Comparing the measured and expected counts, an excess in the former was observed,

which is explained with the impact of other cosmic radiation but neutrons. Consequently, the

sensors´ response to muons and protons was estimated with a Geant4 simulation for the

�rst time. It could be shown that the proton �uence at the Zugspitze possibly caused around
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12 % of the measured counts.

Eventually, the experimental results are compared with simulation outcomes, using cor-

rected threshold settings for the sensors. An overall good agreement is observed, which is

considered a veri�cation of the simulations. Using the simulated data, suggestions are then

made to improve the accuracy of the dose reading.

The experiment at the HZB and its results will be published as an article in an international

journal soon.
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1. Introduction

For many years now, dosimetry in and protection against neutron �elds has become increas-

ingly more important, which is due to the fact that neutron radiation occurs frequently in

nature, and also in the technical �eld neutrons play an essential role. A prominent example

for the latter is nuclear engineering; recently, however, with the application of proton and

heavy ion accelerators for tumor treatment, producing a signi�cant radiation background of

secondary neutrons, also this �eld has begun to attract scienti�c attention ([1, 2, 3]). There,

as well as for example in the �eld of secondary cosmic radiation in the atmosphere, the

high-energetic fraction of the neutron radiation with kinetic energies of more than 20 MeV

is essential for correct dose assessment ([4, 5, 6, 7, 8, 9, 10]). In general, the wide range

over several orders of magnitude neutron energies cover in environment and industry poses a

tremendous di�culty in the development of neutron dosemeters ([11, 12]).

Like with photon radiation, dose assessment in neutron �elds, e.g. for medical sta�, is

based on measurements of the personal dose equivalent with (personal) dosemeters. Passive

dosemeters are still commonly used for that task; that is, these devices are irradiated and

read out afterwards, so that the dose acquired during the time in which the dosemeter has

been worn can be determined. Passive devices are cheap, robust and easy to use; moreover,

in many cases they o�er various additional information on the radiation �eld, e.g. estimates

of the angular and energy distributions ([13]). Therefore, passive dosemeters are state-of-

the-art of technology, and for records in the o�cial dose register (in Germany), usually the

reading of a passive device is required ([13, 14]). This is despite the obvious advantages

that active dosemeters would have over passive ones. Unlike the latter, these devices can

display the current dose rate as well as the totally acquired dose during operation. The

person wearing such a dosemeter can therefore check the conditions he or she is working in,

and take precautions if it seems necessary. Danger as well as even accidents can be prevented

with such devices, e.g. if audible warnings at high dose rates are enabled. On the other hand,

e�ciency of labor could also be enhanced in certain situations, for example if, due to a lack of

information because of a passive-only dosemeter, preventive measures are taken, which would

render unnecessary if an accurate active device was on hand.

However, only few active personal dosemeters for neutrons are available yet, and most of

these are still in the stage of prototypes so far. This is due to the di�culties associated with

the development of such devices. Not only is it necessary that the active dosemeters exhibit a

certain accuracy in the dose reading over the already mentioned wide energy range, which is

di�cult to be achieved ([15, 12, 11, 14]); usual problems also include the low overall sensitivity

13



1. Introduction

(a) Dosemeter prototype in casing, with an indication
of the size

(b) Device with open casing

Figure 1.1.: Photographs of a HMGU neutron dosemeter prototype

with corresponding high detection limit and the under-estimation of dose at high dose rates

or in pulse �elds due to pile-ups ([16, 17, 18, 19]).

At the Institut für Strahlenschutz (ISS) of the Helmholtz-Zentrum München

- Deutsches Forschungszentrum für Gesundheit und Umwelt (HMGU), an active

electronic personal neutron dosemeter has been developed for several years ([20, 21, 22, 23, 24,

25]). It is designed to overcome some of the common problems in neutron personal dosimetry

mentioned above. That is, it is equipped with four sensors in order to achieve a very uniform

response from thermal up to more than 100 MeV neutron energy; due to the overall high

sensitivity the detection threshold is very low. Very recently, the design of the HMGU neutron

dosemeter prototypes was revised, and the newly constructed devices were tested in the �elds

of a Castor cask and the HMGU Americium-Beryllium (AmBe) source ([25]). A photograph

of one of a dosemeter prototype is shown in �gure 1.1a. In 1.1b, the same device with open

casing is displayed.

The purpose of this work, was to study these dosemeters in their current design in detail.

The overall aim was to develop suggestions for further improvement. For that, experimental

research was conducted in three di�erent neutron �elds; these measurements revealed some

drawbacks and limitations of the dosemeters. A main part of this work was simulations of the

single sensors as well as the whole device with theMonte Carlo Geant4 toolkit ([26, 27]). The

interpretation of the simulation results provided a complete understanding of the dosemeter

and its functional principle. This allowed to give suggestions concerning the uniformity of the

dose reading over the desired neutron energy range, which represents a major improvement

of the HMGU dosemeter prototypes.
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In chapter 2, a short overview is given over the scienti�c �eld of neutron dosimetry, and the

current state of research in active neutron dosemeters is outlined. Chapter 3 then provides a

detailed description of the HMGU prototypes, i.e. the detectors, the various sensors and the

dose assessment procedure.

In chapter 4, the Monte Carlo simulations with Geant4 conducted in this work are de-

scribed. The simulations of the sensors are outlined and discussed in terms of pulse height

spectra; a determination and discussion of the response functions of the sensors over a wide

energy range is given next.

Chapter 5 deals with the experimental part of this work. The measurements in the three

neutron �elds at the Helmholtz-Zentrum Berlin (a pulsed �eld with burst frequency

100 Hz at neutron energies up to 68 MeV), of the HMGU AmBe source (with neutron energies

up to 11 MeV) and at Zugspitze mountain (neutrons from secondary cosmic radiation with an

energy range from thermal to more than 1 GeV) are described and discussed. A comparison

with the simulation results from the previous chapter is also given.

In the last chapter 6, an example is given how the simulated data can be applied to improve

the dose reading of the prototypes over the entire energy range. Then, areas in which further

improvements are required are identi�ed and suggestions for future activities are given.
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2. Neutron dosimetry

This thesis deals with the detection of neutrons with a dosemeter for the purpose of radiation

protection. As it is commonly known, neutrons interact with matter in a totally di�erent way

than charged particles, which renders their detection a complicated task. However, the dose

that is caused by neutron radiation can be considerable in many cases. Generally, to measure

doses (or the personal dose equivalent, see section 2.3 on page 21), dosemeters are used, which

are often uniquely dedicated to a certain kind of radiation.

2.1. Typical sources of neutron radiation

Neutron radiation, i.e. radiation �elds that are composed of neutrons, occur, as already men-

tioned, in various situations. There are many natural sources for neutrons, as these particles

are common products of nuclear reactions. A prominent example is the (γ, n)-reaction; e.g. if

deuterium (2H or d) is hit by a gamma photon, a neutron can be produced:

2H + γ →1 H + n

This type of reaction is sometimes referred to as nuclear photo e�ect. ([28, 29, 30])

Another, even more well-known source of neutrons is �ssion. In nuclear power plants, the

fact that in �ssion of 235U neutrons are emitted is employed to keep up a chain reaction (which

works since the �ssion is also triggered by neutrons itself, [31]). There are many isotopes that

decay by spontaneous �ssion, e.g. 254Cf , which is commonly used as a technical neutron

source.

Neutrons can also be produced by the interaction of other particles with matter. There

are numerous examples for this procedure; a technical application would be the production

of neutrons with a spallation source. If for instance protons hit on a tungsten target, several

neutrons are emitted. These neutrons can be directly produced in the nuclear reaction or be

evaporated by the nucleus remaining after it, which commonly resides in a highly excited state

and hence distributes its energy on the nuclei ([29, 28]).

Unlike α-particles, electrons or even protons, neutrons are not emitted as sole products of

radioactive decays ([32]); i.e. there is no decay like AX →A−1 X + n. However, if AX is in an

excited state after a β−-decay, the excitation energy can be transfered to a neutron leading

to its release ([29, 28]). An example is the decay of 17N :

17N →17 O? + e− + ν̄e
17O? →16 O + n

17



2. Neutron dosimetry

When it comes to radiation protection, both technical and environmental sources of neutrons

play an important role. In the technical �eld, the most obvious example is nuclear reactors,

since most of them are based on the �ssion of 235U , as stated above. The neutron spectrum, i.e.

energy distribution of the neutrons, is actually high energetic in that situation ([31, 29, 28]).

However, in order to keep up a chain reaction, the neutrons emitted in the �ssion of uranium

are moderated (e.g. with water) and thus thermalized.1 It becomes obvious that a device

which is designed to accurately measure neutron doses (that is, a dosemeter) must be able to

work with very di�erent neutron energies, even if it is to be applied in one situation only.

Another kind of facilities where prevention from neutron radiation is of concern is medical

treatment units ([1, 2, 3]). Accelerators used there are capable of producing electrons with

kinetic energies up to roughly 25 MeV, or protons with several times that energy. Interaction

of those particles (or secondary photons, produced with a target for example) with the sur-

rounding matter, i.e. the shielding of the facility, or the patient, can create neutrons up to

very high energies, e.g. by the (γ, n)-reaction describe above. Indeed, care must be taken in

medical facilities nowadays to shield neutrons as well as the actual treatment radiation.2

A natural source of neutron radiation which is nevertheless of interest in radiation protection

is cosmic radiation. It accounts for a e�ective dose (see 2.3) of about 0.3 mSv/a to the normal

population ([33, 6]); for air crew sta�, e.g. pilots, the average annual dose is much higher,

at around 2.0 mSv/a, since the intensity of cosmic radiation depends on altitude very much

([5, 6, 33]). At a typical �ight altitude of 10 km, the e�ective dose rate is roughly 5 µSv/h; it

originates from neutrons to about 50 . . . 60 % ([5, 6]). The production of these particles from

incoming high energetic protons (of which the primary cosmic radiation is comprised of by a

huge part) can be a spallation reaction for example.

The neutron component of the secondary cosmic radiation has been a �eld of investigation

by the HMGU for many years now ([9, 10]). So far, not only the dose caused by neutrons can be

measured and even assessed to air crew members (with the EPCARD program,3 [34, 35, 36]);

also the energy spectrum is continuously measured by means of Bonner Sphere Spectrometers

([37, 38]) at the Zugspitze mountain ([9]) and on Spitsbergen ([10]). For the design of such

an instrument, Monte Carlo simulations play an essential role as well ([39, 40, 41]). In the

present work, the secondary cosmic radiation provided a �eld in which the HMGU dosemeter

prototypes were investigated experimentally (section 5.3 on page 97).

2.2. Short description of neutron interactions with matter

Di�erent kinds of particles show very di�erent behaviors when interacting with matter. As it

was mentioned above, neutrons do not interact with materials the same way as e.g. protons

or alpha particles do. In the derivation of the Bethe-Bloch-Formula, the charge of the incident

1Thermal means a kinetic energy equivalent to the ambient temperature, i.e. about 25 meV
2J. Kratz (Klinikum Landshut gGmbH), private communication
3http://www.helmholtz-muenchen.de/epcard-portal
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2.2. Short description of neutron interactions with matter

particle plays an essential role ([42, 19, 29, 28]). As neutrons are uncharged particles, it is

clear that the energy loss they exhibit in matter is not due to direct ionization, nor due to

bremsstrahlung. Instead, neutrons are referred to as indirectly ionizing particles ([43, 42, 19,

29, 28]). That is, their energy is transferred in single interactions only, which are denoted as

nuclear reactions. The particles produced in those reactions can be of other type, and thus

show again directly ionizing behavior.

In principle, four basic types of neutron interactions with matter can be identi�ed:

� Scattering means that path and energy of the incident neutron are altered merely by a

collision with a target nucleus. If that target is denoted as AX, such a collision would be

a nuclear reaction like AX (n, n)AX, i.e. the neutron that leaves the reaction is the same

as the incident one. Its energy will in that case be only determined be kinematics, that

is the scattering angle, the mass of AX and the incident energy. Thus, the scattering is

elastic. Inelastic scattering occurs if the target nucleus resides in an excited state after

the collision; the energy of the emitted neutron is in that case lower as in the elastic

case due to energy conservation. A inelastic reaction is written as AX (n, n′)AX?.

In the elastic case, the kinematic treatment of the scattering process leads to a simple

formula for the energy of the nucleus after the collision ([19, 42, 29, 28]):

EX = En ·
4mnmX

(mn +mX)2 · cos2 θ (2.1)

where m are the masses, E the energies after and before the collision respectively and θ

the scattering angle. For the scattering on 1H for example, it is evident that in forward

direction, i.e. θ ≈ 0 °, virtually all of the neutron energy is transferred to the target,

because of m1H = mp ≈ mn. This relationship is applied in 3.3.1 on page 34.

� There are numerous nuclear reaction in a narrower sense in which the incident neutron

vanishes and another type of particle is emitted instead. Those reactions are denoted

for example (n, γ), (n, p), (n, α) etc., depending of course on the emitted particle. In

some reactions the nucleus resides in an excited state afterwards; also, in various cases

more than one particle can be emitted. An example for this behavior is 208Pb, where

several neutrons are produced for an incoming one; e.g. 208Pb (n, 3n) 206Pb means that

one neutron is captured, but three are emitted in that reaction.

The energetic treatment of a nuclear reaction is governed by its speci�c Q-value. This

quantity is de�ned as the di�erence in energy before and after the reaction,

Q =
[∑

m(0) −
∑

m(1)
]
c2 (2.2)

which can of course be determined by summing of the involved masses ([29, 28]). The Q-

value can be both positive or negative; in the case of Q > 0, the reaction is exothermic,

which means that energy is released. For Q < 0, the reaction is called a endothermic or

threshold reaction, because the energy consumed or converted to binding energy must be
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2. Neutron dosimetry

brought in by the incident particle. If this energy does not su�ce, that is for En < |Q|,
the reaction does not occur.

� Another important way in how neutrons can interact with some materials is that they

can trigger �ssion. The products of �ssion can be of various kind; usually, the target

nucleus is divided into two smaller nuclei and a number of further neutrons, whose

energy is distributed depending on the �ssion reaction. In nuclear power plants, the

�ssion of uranium with thermal neutrons, i.e. 235U (n, f) plays a key role ([31, 29]).

� Neutrons can also activate materials. In that case, a neutron gets captured by a target

nucleus like in a nuclear reaction as stated above; however, the resulting nucleus then

enters an excited, radioactive state with a certain half-life, which can be considerable.

Thus, activation means induced radioactivity. A well-known activation product is 60Co,

which is produced in nuclear reactors via 59Co + n → 60Co and is used for medical

applications. Neutron activation is also applied frequently in analyzing samples for trace

elements. In the human body however, activation products can contribute to the dose a

person gets from neutron radiation to a signi�cant amount, for example because of the
14N (n, p) 14C reaction that yields a radioactive isotope of carbon ([33, 43]).

As mentioned above, neutrons interact with matter not in a continuous way but in discrete

steps. For each kind of target nuclei and each interaction process, the cross section de�nes

the probability for the process to occur; there are for example scattering cross sections σsc or

�ssion cross sections σf for each material, which are furthermore dependent on the neutron

energy En. The di�erential cross section dσ
dΩ is proportional to the probability that the reaction

product is emitted in a solid angle with direction Ω.

Cross sections are measured in Barn, with 1 barn = 1 b = 10−24 cm2. If σ is multiplied

with the density of target nuclei n, the result is called macroscopic cross section Σ = σ · n.
The inverse of this quantity is the so-called mean free path λ, which is the average distance

neutrons of a speci�c energy can travel in a certain material without interacting in the denoted

way. It is essential to note that the mean free path de�nes an average only; the track of a

single neutron is inherently unpredictable, so the concept of cross sections does apply to a

huge number of particles only. ([29, 28, 42, 19, 31])

The interaction probability for a given path length z is calculated by

p = 1− exp
(
− z
λ

)
= 1− exp (−nσz) (2.3)

For small values of z this equal to p ≈ nσz = Σ·z. Thus it becomes evident that the probability

of interaction rises with the length of a path a neutron travels in matter.

Monte Carlo simulations rely on a data set of cross sections for all processes and materials

involved in order to create the probability distributions (like (2.3)) random numbers are then

sampled from. A common database, not only for neutrons but other particles, is ENDF-B/VI

([44]), which contains cross section data up to a neutron energy of En = 20 MeV. For this
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2.3. Personal dosimetry with neutrons

thesis, cross sections from ENDF-B/VI have been used and incorporated in the simulations

(see chapter 4 on page 43).

2.3. Personal dosimetry with neutrons

2.3.1. Physical quantities for dosimetry

In radiation protection, the main quantities of interest are the so-called personal and ambient

dose equivalent, which are both given in Sv (Sievert). Dose equivalent is a measured variable,

unlike the well known quantity e�ective dose, which is calculated from the absorbed dose (in an

organ or tissue) by applying radiation weighting factors (which yields the equivalent dose) and

tissue weighting factors (yielding the e�ective dose). ([45, 13]) However, dose limits regulated

by law usually refer to the latter; the personal and ambient dose equivalents are thus used as

an estimate for the e�ective dose a person receives in a radiation �eld.

The ambient dose equivalent, H?, as it is de�ned by [46, 47], relates to a spherical phantom

(the �ICRU-Sphere�) made of tissue-equivalent material; the depth in mm in the phantom

at which the dose equivalent is taken is denoted in the symbol of the quantity; e.g. H? (10)

means an ambient dose equivalent for a depth of 10 mm. The personal dose equivalent Hp

however refers to a 30×30×15 cm2 slab phantom of water. Here the depth in the phantom is

given as well. Using a slab phantom, also the direction of the incident particles plays a role.

The angle at which those hit the phantom surface is denoted in the quantity´s symbol. Thus,

Hp (10, 30 °) stands for the dose equivalent in a depth of 10 mm cased by radiation hitting the

phantom at an angle of 30 °, for example. If no angle is given, 0 ° is to be understood.

The main objective of a personal neutron dosemeter is to measure the quantity Hp (10) in

a neutron radiation �eld. The dose associated with such a �eld can be calculated from its

�uence Φ, which is the number of incident particles per cm2. According to [46, 47], there

is a linear relationship between neutron �uence and personal dose equivalent for radiation

protection usage. The proportionality factor is hp (10) ≡ hp ≡ h:

Hp (10) = h · Φ (2.4)

This conversion coe�cient h is dependent on the neutron energy (h = h (En)); thus, if

there is a broad spectrum, i.e. energy distribution, of the neutrons, the resulting dose must

be calculated via4

Hp (10) =

ˆ
dEnh (En) · dΦ

dEn
(2.5)

The dependence of h = hp and h
? on the neutron energy is shown in �gure 2.1. Values up to

En = 20 MeV are tabulated in [46, 47]; for higher energies, the values published in [48] are used

throughout this work. They are acquired using Monte Carlo simulations, just like the o�cial

conversion coe�cients recommended by the ICRU. For the ambient dose, another factor h?

4Of course, for binned experimental data the integral in (2.5) is approximated by a sum.
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Figure 2.1.: Dependency of the �uence-to-dose conversion coe�cients hp and h
? on the neutron

energy, according to ICRP-74 ([46]), Olsher et al. ([48]) and Pelliccioni ([49]).
For the latter, uncertainties are given; the three lower energies were calculated to
demonstrate agreement with ICRU-57 ([47]) only. Note that linear interpolation
(on a logarithmic scale) was applied in between the calculated points.

is given in [46]; the values of h and h? lie together closely over a wide energy range, which

holds for the calculated values in [48] as well, serving as an indication for their correctness.

For neutron energies of more than around En = 250 MeV, only values for h? are available,

which are given in [49]. In case conversion factors for such high energies are required in this

work, i.e. for the secondary cosmic radiation in section 5.3, the values in [46, 47] and [48] are

used as far as possible; above, h? from [49] is taken as a substitute for hp . This is justi�ed

since also at lower energies, the behaviors of the two di�erent conversion factors and their

dependencies on neutron energy is quite similar.5

2.3.2. Active personal neutron dosemeters

A dosemeter that is designed to work in neutron �elds with various energies must account for

the fact that these di�erent neutron energies lead to di�erent dose values per unit �uence.

Thus, the response, i.e. the number of counts divided by the neutron �uence, should follow

the energy dependence of the conversion coe�cient shown in �gure 2.1 ([11]). By that, the

sensitivity with respect to dose (which corresponds to the number of counts per unit dose

equivalent) can be kept constant. The measured dose can than be inferred from the count

reading of the device by just applying an appropriate calibration factor.

5V. Mares (HMGU), private communication
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2.3. Personal dosimetry with neutrons

Although various means of neutron measurement for active personal dosimeters are pos-

sible, for example tissue-equivalent proportional counters, CCD detector arrays, scintillators

or superheated drop detectors ([11, 14]), the most commonly used technique is the operation

of semiconductor detectors in pulse counting mode with di�erent converters. The role of the

latter is to create charged particles in conversion reactions triggered by the incident neutrons,

as is described in more detail in section 3.1. In this thesis, a unit consisting of detector and

adjacent converter is referred to as a sensor.

Using that kind of functional principle, the response of the device can be adjusted in order

to exhibit a neutron energy dependence similar to the conversion coe�cients (�gure 2.1) by

choosing an appropriate converter material. In many cases, more than one sensor is applied,

so that the di�erent sensors with accordingly di�erent converters show responses distinct from

one another´s, which leads to more possibilities for variation. By setting discriminators on the

pulse heights, only an appropriate part of the signals in each sensor can be chosen for dose

assessment, so that in many cases a good agreement between measured dose reading Hm and

the reference Href ≡ Hp (10) dose equivalent can be achieved. This however generally holds

for a limited energy range only. Another common problem is the very low overall sensitivity of

many dosemeters in the converter-detector design ([11]), leading to a high detection threshold.

Another issue is the angular dependency of the dosemeter response, which may be of concern

if very big sensors are used.

So far, electronic personal dosemeters based on one sensor ([50, 51, 52]), two sensors ([53,

54, 55]) and even three and more (like the HMGU prototype) have been developed ([11, 14]).

A few devices also contain a separate sensor designed for the detection of photons so that

photon �elds can be taken into account in the dose reading Hm ([53, 55]). For pure neutron

measurement, that contribution from photons (but also from other kinds of radiation) must

be discriminated however, which is usually done by applying an appropriate threshold on the

minimal signal height ([52]).

In recent years, many commercially available as well as prototype devices have been tested

in several intercomparison measurement campaigns, e.g. [56, 57, 12, 15, 58, 3]. A huge vari-

ation in the overall response of the devices was reported. Furthermore, a very non-uniform

response dependency on neutron energy could be discovered, which can still be regarded the

main problem of neutron personal dosemeters. The ratio of measured and reference dose, i.e.
Hm

Href

∣∣
En

, reaches a value of Hm

Href

∣∣
En≈1 eV...10 keV

≈ 10 . . . 100 at low neutron energies from

about 1 eV to 10 keV for some devices. Moreover, a common drawback is a decreased sen-

sitivity at around 100 keV to 1 MeV, where values as low as Hm

Href

∣∣
En≈0.1...1 MeV

≈ 0.01 are

observed. Since this energy region is of high importance for many thinkable applications of

neutron dosemeters, including nuclear industry and medical treatment facilities, that point is

a weighty issue.

Due to the fact that in most technical and environmental �elds the neutrons are not mono-

energetic but possess a (possibly wide) energy distribution, over- and underestimates of the

dose due to Hm

Href

∣∣
En
6= 1 are considered to compensate if the deviation of the ratio from unity
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2. Neutron dosimetry

is not too high ([2]). A ratio of Hm

Href = 1±0.3, as it is required for photons ([59, 13]), is however

not considered necessary nor achievable for neutrons. Instead, deviations of a factor two in

actual dose measurements in non mono-energetic �elds are regarded su�cient ([13, 12, 50]).

The HMGU neutron dosemeter, which is described in detail in the next chapter, is designed

to accomplish that goal. In the present work, possibilities for a signi�cant improvement of the
Hm

Href uniformity over a very wide energy range are developed.
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3. The HMGU neutron dosemeter

Since 1999, a neutron dosemeter has been developed at the Helmholtz-Zentrum München. It

is an active dosemeter, i.e. an electronic device. Thus, the mentioned advantages of electronic

dosemeters apply here; for example, if a person who is working in a radiation �led is wearing

the device, it can display the dose that has already been acquired, as well as the current dose

rate caused by the �eld. Limits can be set for both quantities; in that case, the dosemeter

would give an acoustical warning if either dose or rate went too high. Although the device,

being an electronic one, needs a battery power supply, measurement times up to two weeks

can be achieved, which is enough for almost all kinds of applications.

In order to measure neutrons of various energies with a high enough sensitivity, the device is

equipped with four neutron sensors, that are explained in detail in section 3.3. Each sensors has

its own ampli�er and the digital electronics (based on a MSP430 micro-controller) following

the corresponding analogue one deals with counting, storage and display of the measured

quantities. The principle of the analogue circuits is treated roughly in the next section.

3.1. Working principle of the sensors

The four sensors the HMGU neutron dosemeter is equipped with each consist of a Silicon

semiconductor detector and a converter. Those two parts are essential for the e�cient detection

of neutron radiation; the converter is made of a material incoming neutrons interact with,

creating charged particles (ions) via nuclear reactions or scattering. The choice of converter

material and dimensions determines the behavior of the sensitivity with respect to the neutron

energy to a great extent ([22, 24]). The principle of neutron detection by means of such a

converter is depicted in �gure 3.1. It is also shown that the purpose of the detector, i.e. the

Silicon diode, is to count the charged particles created by the reaction of neutrons in the

converter. (Of course, neutrons can also interact with the detector material, i.e. Silicon, itself,

creating charged particles there. The impact of this e�ect is discussed in section 4.1.2 on

page 51.)

If a charged particle enters the sensitive volume of the Silicon diode, it deposits energy there,

which is mainly due to ionization. Thus, electron-hole-pairs are created. They account for a

charge Qcreated, which is proportional to the energy deposited by the particle, i.e. Qcreated ∝
Edep. An electric �eld is applied to collect this charge (see section 3.2 on page 29); this �eld

corresponds to a certain bias or depletion voltage UD across the active zone of the detector.

In the case of the HMGU dosemeter, this voltage is UD = 9 V. The movement of the electrons
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3. The HMGU neutron dosemeter

Figure 3.1.: Working principle of the neutron sensors based on converter and Silicon detector
(from [25])

and holes in the electric �eld leads to a voltage drop UDrop, since the detector can be seen as

a capacity CD. Thus, the voltage drop is given by that quantity via

UDrop =
Qcoll
CD

(3.1)

where Qcoll denotes the fraction of the deposited energy that is actually collected and thus

contributes to the signal UDrop. Here, a proportionality

Qcoll ∝ Qcreated ∝ Edep (3.2)

between the two charge values is assumed; however, the fraction

Ecoll
Edep

≡ Qcoll
Qcreated

(3.3)

of the collected energy Ecoll and the deposited energy in general depends on the charge

collection e�ciency (CCE, see section 3.2 on page 29) and thus the energy of the particle in

question.

The principal electronic circuit employed for each sensor of the dosemeter is shown in �gure

3.2. Through a resistor, the detector capacitor CD is recharged after a voltage drop, so that in

steady state 9 V are applied at it. The drop itself constitutes the signal, which is transferred

to preampli�er, shaper and post-ampli�er through a further capacitor. This chain of ampli�er

and shaper is designed in order to get a signal or pulse height proportional to the originally

collected charge, that is the collected energy. For this, a characteristic shaping time can be set,

which is 10µs for the Fast and Albedo sensors and 60µs for the Delta sensors1 (see section 3.3).

1M. Wielunski (HMGU), private communication
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3.1. Working principle of the sensors

Figure 3.2.: Analogue electronic circuit used for the detectors

The di�erent output levels of the shapers are then matched by adjusting the ampli�cation

factors of the post-ampli�ers.

The pulse height, which results from the electric circuit shown in �gure 3.2 is considered

proportional to the collected charge; the latter is equivalent to the collected energy, since for

a single electron-hole-pair Eeh = 3.6 eV must be deposited on average. Thus,

Signal or pulse height = α · Ecoll
Eeh

where α is the ampli�cation of the whole circuit, which is the same for each of the sensors.

Because of the proportionality, the signal is denoted Ecoll in this work.

The sensors in the neutron dosemeter work in a pulse counting mode. That is, not the

signal height itself is taken into account for dose assessment, but only the number of counts

from each sensor (i.e., no pulse height spectrum is acquired). Such a count is registered by

the (digital) electronics if the signal Ecoll is higher than a certain threshold value Ethresh,

i.e. Ecoll > Ethresh. This value di�ers among the detectors and has a great in�uence on the

counting e�ciency. The main reason for applying a threshold is to either distinguish between

di�erent e�ects leading to a certain signal (as applied with the Delta sensor, see section 3.3.2

on page 35), or to suppress signals from incident gamma particles, i.e. photons. Clearly, a

neutron dosemeter should measure only the neutron component of a given radiation �eld

and be una�ected by photons or other particles. In order to separate those photon signals,

the thresholds must be set to rather high energies. It can be shown experimentally ([59])

that for the threshold values currently applied for the dosemeter, gammas contribute only at

very high dose rates, because then pile-up events play a crucial role (see below). By means

of Monte Carlo simulation, the threshold necessary to prevent gamma contribution can be

estimated as well. The �gure on page 88 for example shows a pulse height spectrum that was
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3. The HMGU neutron dosemeter

Sensor Channel Ethresh

Fast 15.77 1000 keV

Albedo 16.15 1000 keV

Delta D1 42.85 2800 keV

Delta D2 � 3500 keV

Delta G1 41.62 2800 keV

Delta G2 � 3500 keV

Table 3.1.: Threshold setting for the di�erent sensors, i.e. the average channel number and
the energy this is considered to correspond to (according to [25])

simulated for photons with Eγ = 4.5 MeV incident on one of the sensors of the dosemeter. The

procedure to create such a spectrum by simulation and appropriate analysis is described in

detail is chapter 4. Here, it is only necessary to state that no events with a signal higher than

Ecoll ≈ 800 keV have occurred; the main contribution stems from events with Ecoll / 600 keV.

As 4.5 MeV is a fairly high photon energy, it can be considered safe if the thresholds are set

to Ethresh > 800 keV, since the signals caused by lower energy gammas will not exceed this

value.

Practically, the thresholds for the sensors are applied by using comparators on each sensor,

which are devices that compare the output of each ampli�er with a certain reference voltage

Uthresh that is proportional to the threshold energy Ethresh. This voltage can be set to various

discrete channels, of which one roughly spans 60 keV. To �nd the desired channels for each

sensor, an edge in the pulse height spectrum of the Albedo and Delta sensors is employed,

which is located at Ecoll = 2.73 MeV (see section 3.3.2 on page 35). By varying the channel

number and comparing the counts that can be measured with that particular threshold setting,

the channel corresponding to that edge can be determined. Other values can then be set by just

scaling the channel according to the desired energy. The procedure of setting the thresholds of

the HMGU dosemeter is covered in detail in [25]. Table 3.1 gives the aimed threshold setting

for all sensors of the dosemeter, along with the corresponding channel. The Delta sensors have

two thresholds each, so that there are six di�erent count values to be considered. In this work,

the Delta sensors with threshold settings 1 and 2 will be referred to as �Delta 1 sensor� and

�Delta 2 sensor� respectively, if the the context is clear.

As mentioned above, pile-ups can play a role if the �uence rate of the radiation �eld is

very high. In that case, it can happen that two events occur, i.e. two neutrons hit a sensors

and create charged particles in the converter, in a very short time interval. If this time is

in the order of the shaping time (see above), the two events cannot be distinguished by the

electronics. That is, not the individual energies E
(1)
coll and E

(2)
coll are taken into account, but a

combination of them, which is (for very short times) roughly their sum, i.e. Ecoll ≈ E
(1)
coll+E

(2)
coll.

The behavior of the dosemeter is a�ected by such pile-up events in two di�erent ways:

� If both events on their own would have been below the counting threshold, E
(1)
coll <

Ethresh and E
(2)
coll < Ethresh, but the resulting pile-up event is no longer, i.e. E

(1)
coll+E

(2)
coll >
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3.2. Characteristics of the semiconductor detectors

Figure 3.3.: Design of the Silicon PIN-diodes used as detectors (from [24]). The thickness of
the structure is about 400µm, the one of the ν-layer about 50µm.

Ethresh, an additional count is registered, which may enhance the response of the sensor

in an undesired way.

� If the single events would have been above the threshold, E
(1)
coll > Ethresh and E

(2)
coll >

Ethresh, clearly the resulting one is also, but in that case only one count is registered

instead of two, which lowers the response of the sensor.

Since a pile-up event can occur only if both single events, i.e. incoming neutrons, are counted,

the frequency of pile-ups strongly depends on the overall sensitivity of the sensors. For a

dosemeter, only a very little fraction of the incident particles have to be detected; the proba-

bility of detecting two at virtually the same time becomes small then. Thus, the problem of

pile-ups occurs at very high dose rates only when measuring neutrons, as shown experimentally

as well in section 5.1 ([18])

3.2. Characteristics of the semiconductor detectors

As shown on page 26 already, the sensors of the neutron dosemeter consist of converters

and detectors. These detectors are the same for all four sensors, so the sensors di�er only in

their converter and threshold setting (see section 3.1). The detectors applied here are Silicon

PIN-diodes, i.e. semiconductor detectors ([60, 19, 45, 42, 61]).

The term PIN-diode denotes the principal structure of this type of detector: P means a

layer with very high p-type doping, I stands for a intrinsic layer with only small dopant

concentration and N is a layer with n-type doping. The design is shown in �gure 3.3 and is

denoted as p+-ν-n+; that is, the intrinsic layer (ν) is of very little doped n-type. The area of

the detectors is A = 200 mm2 ± 1 % each.

The important quantities in order to understand the behavior of the detectors, i.e. the

thicknesses and resistivities of the layers, are given in table 3.2. The overall thickness of the

detector is about 400µm; the n+-type bulk is ca. 350µm, whereas the active ν-zone is around

50µm. Unlike in conventional semiconductor devices, the ν-layer is imposed onto the bulk by

epitaxial growth ([24, 60]), resulting in a very steep gradient in dopant concentration at the

interface. The p+-layer is created via di�usion of boron acceptor atoms. At that interface, the

width of the transition is not exactly known; however, as the whole layer is about 1µm only,

it can be be considered a sharp interface as well.
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3. The HMGU neutron dosemeter

Layer Thickness Dopant concentration Resistivity

p+ dp ≈ 1µm NA ≥ 1.0 · 1019 cm−3 ρ ≤ 0.45 mΩcm

ν dν ≈ 50µm ND ≤ 1.5 · 1012 cm−3 ρ ≥ 3 kΩcm

n+ dn ≈ 350µm ND ≥ 2.2 · 1017 cm−3 ρ ≤ 0.02 Ωcm

Table 3.2.: Thicknesses and resistivities of the PIN-diode layers ([24])

Considering the resistivities (that yield the dopant concentrations) and the dimensions of

the layers, the electric �eld in the detector can be calculated. For the purpose of this thesis,

only a simpli�ed one-dimensional model with sharp transitions and uniform doping within

the layers needs to be considered, which can be treated according to [60, 19, 42, 61, 62]. Of

particular interest is the width of the depletion zone, i.e. the zone over which the potential

di�erence UD is applied. In this zone, the electrical �eld ε caused by that di�erence drives

the collection of the charge carriers [62, 63, 64], which contribute to the signal (see section

3.1). However, due to the huge di�erences in doping and the sharp transitions between the

layers, the electrical �eld does not reach far into the n+ bulk of the detector, yielding a very

thin depletion zone with the thickness of the ν-layer dν ≈ 50µm. This can be proven by

measuring the capacity of the detector with various bias voltages UD, as shown in [24]. The

resulting behavior of CD with respect to UD is also displayed in �gure 3.4. It shows that

at a certain voltage, the capacity reaches a saturation value and does not change anymore

when the voltage is raised. At that point, the detector is fully depleted, which means that the

depletion zone cannot be extended further because of the steep gradient in resistivity at the

ν-n+-interface. The resulting width can be calculated from a basic formula, assuming that

the detector can be considered a parallel plate capacitor with width dν :

dν = εrε0 ·
A

CD
(3.4)

Taking the appropriate values for A, εr (relative permittivity of Silicon, [42, 19]) and CD ≈
430 pF (from the �gure), one obtains dν ≈ 47µm, which �ts very well to the estimated value,

i.e. the thickness of the ν-layer. The bias voltage UD = 9 V was of course taken in order to

yield a fully depleted detector.

Although the electric �eld inside the biased diode does not extend further than the ν-layer

thickness, the sensitive volume of the detector is not restricted to this zone. That is because

charge collection can occur from outside the depletion volume as well, so that the signal

height (which is proportional to the collected charge, see section 3.1) cannot be determined

from the energy deposited in the depletion layer alone. The sensitive volume is thus de�ned as

an e�ective volume in which the deposited energy does actually contribute to Qcoll. Applying

relationship (3.3) for a certain amount of charge produced by an energy deposition Edep at a

certain location in the detector, the ratio Ecoll
Edep

of the energy contribution to the signal and
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3.2. Characteristics of the semiconductor detectors

Figure 3.4.: Dependency of the the PIN-diode capacity CD ≡ C on the bias voltage UD ≡ VR
(from [24]). At about UD = 9 V, a saturation value of CD ≈ 430 pF is reached.

this deposition is de�ned as the charge collection e�ciency (CCE) εq:

εq =
Ecoll
Edep

=
Qcoll

Qcreated
(3.5)

This general de�nition holds for any volume and shape. In the case of the detector, one can

assign a CCE which is dependent on depth z below the p+-layer surface, i.e. εq = εq (z),

because of the epi-planar design (i.e. only edge e�ects a�ect the CCE in xy-direction, which

can be neglected for a simpli�ed treatment).

The dependence of the charge collection e�ciency on z is governed by three processes. The

most important one that drives the collection of produced charge is drift in the electric �eld

ε; in that case, charge carriers move with an average drift velocity vdrift = µ · ε given by the

electric �eld and the mobility of the electrons µe or holes µh ([60]). Drift is a very fast process,

which means that in regions where charge collection occurs mainly due to drift, almost all

carriers contribute to the signal. The CCE can then be set to one, i.e. εq = 1. Generally, it

can be assumed that in the depletion zone of a detector, the charge collection happen due to

drift because of the electric �eld present there ([63]). Thus, in the �rst ca. 50µm below the

detector surface, the CCE is εq = 1, with a drop behind this region.

In the following zone, the charge collection is dependent on two other processes, which are

funneling and di�usion. The funneling phenomena is a consequence of the depletion region

collapse following the hit of an charged particle onto the detector. In that case, a potential

di�erence across the bulk region builds up, which leads to a current of minority charge carriers.

Funneling has been investigated thoroughly for several types detection devices ([65, 66, 63, 62,

67]). Re�ned models exists for this process and are incorporated in device simulation tools; for

this work however, an empirical treatment of the funneling e�ect is su�cient. Considering the

charge collection due to funneling, a drop of εq within several micrometers can be assumed.

What is important to notice is that behind the depletion zone, funneling is aligned with
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3. The HMGU neutron dosemeter

Figure 3.5.: Charge collection e�ciency εq = εq (z) assumed for the Silicon detectors; the
collection processes and depletion zone width are indicated

di�usion. This process is well understood and must always be taken into account when treating

the movement of charge carriers in semiconductor devices. The spread of an amount of charge

Q due to di�usion leads to a current j given by

j ∝ D ·∇Q (3.6)

where D is the di�usion constant. It is connected to the mobility µ via the so-called Einstein

relation ([60, 42]).

Funneling and di�usion can be assigned characteristic lengths, which are dependent on the

devices dimensions, the process's e�ectivity to collect charge and of course to charge collection

time, which is the shaping time here (see section 3.1). The funneling length can be several

micrometers, whereas di�usion can account for charge collection over several 10µm ([67, 62]).

For this thesis, an purely empirical model of the dependency of εq on z was used; it is shown

in �gure 3.5. As stated above, εq (z / 50µm) = 1 because of drift; at z > 50µm, funneling and

di�usion are modeled with a drop of εq to zero within another ca. 50µm. The exact behavior

of the CCE was taken to �t the partial charge collection peak observed when measuring with

the Fast sensor (see section 4.1.1 on page 44).
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3.3. Design of the dosemeter

Figure 3.6.: Overview of the positions of the four sensors in the dosemeter head. The positions
of the circuit boards are indicated in green, the converters in yellow. The �lling of
the measurement head with B4C is drawn in dark gray. The Delta G1/G2 sensor
is positioned above the Albedo one, whereas the Fast is behind the Delta D1/D2
(see projections in �gure 4.1).

3.3. Design of the dosemeter

As stated in section 3.1 already, the HMGU neutron dosemeter consists of four neutron sen-

sors. Each of these is comprised of a Silicon PIN-diode, the detector, as described in the

previous section, and a converter. The main di�erence between the sensors is, besides the

composition of the converter material and its thickness, the threshold setting, i.e. the mini-

mal amount of collected charge in order to generate a count. This threshold equals a certain

amount of collected energy Ethresh, so that the collected energy Ecoll must exceed this value

(see section 3.1 above).

The four sensors of the dosemeter are denoted as Fast (F), Delta (D or G) and Albedo

(A). There are two Delta sensors, which are equal in design but at di�erent positions in

the dosemeter casing (�gure 3.6). The reason for this is the threshold setting for the Delta

sensors, which lead to a very low sensitivity ([25, 21], see below); the second sensor is thus to

improve statistics. However, there are plans to replace one of the Delta sensors by a gamma

detector head and thus design a combined photon-neutron-dosemeter ([24, 59]). Therefore,

the second sensor was previously (e.g. in [24, 25]) called Gamma sensor. Of course, here the

term �Gamma� means not a real γ-detector but merely the position reserved for it. For the

sake of clarity, in this thesis both Delta sensors are referred to as �Delta�, but with indices D

and G if a distinction is required.

As shown in table 3.1 on page 28 already, for each of the Delta sensors two thresholds are

applied. This would be possible for Fast and Albedo as well yielding values for F1, F2, A1

and A2 (see section 5.2.1). So far however, only one threshold has been necessary for these

sensors, so six count values in six sensors (if D2 and G2 are considered separate sensors) are
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3. The HMGU neutron dosemeter

Figure 3.7.: Cross sections for elastic scattering of neutrons on Hydrogen and Carbon ([44])

used for dose assessment.

3.3.1. Fast sensor

As the name suggests, the Fast sensor is designed to measure fast neutrons; here, the term

�fast� denotes neutrons with a kinetic energy En of more than 1 MeV. This value is determined

by the threshold setting applied here, which is Ethresh = 1 MeV. As the comparator channel

corresponding to that threshold cannot be assigned directly from measuring an edge in the

pulse height spectrum (see sections 3.1 and 3.3.2), the channel number is usually set to the one

applied for the Albedo sensor ([25]). This procedure is described in section 3.3.3 on page 39.

The material used as a converter for the Fast sensor is polyethylene, i.e. (CH2)n. It is imposed

onto the Silicon detector as a wax; the whole converter has a thickness of around 2.5 mm. The

reaction applied for neutron conversion here is elastic scattering (see section 2.2). That is, the

two processes 1H (n, n) p and 12C (n, n) 12C play a main role.

For elastic scattering, the energy of the reaction products is totally governed by the kinetic

energies of the incident particles, i.e. the neutrons. In the case of elastic scattering on hydrogen
1H, the recoil proton (that is, the Hydrogen ion) gets an energy which for forward scattering

is almost equal to that of the original neutron. This can easily be seen from equation (2.1)

using mn ≈ mp. For scattering on Carbon nuclei, i.e. 12C, the energy transfer to the outgoing

ion is smaller. However, also Carbon plays a role for neutron detection with the Fast detector.

This is due to the energy dependence of the cross sections involved here, which is shown is

�gure 3.7. Besides the fact that the cross sections for both scattering reactions drop with
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3.3. Design of the dosemeter

Figure 3.8.: Total cross sections for the reactions of neutrons with Lead and Cadmium and
cross sections for the reactions 208Pb (n, 2n) 207Pb and 208Pb (n, 3n) 206Pb ([44])

increasing neutron energy, one can see that for En ' 10 MeV the scattering on Carbon is

more likely than on Hydrogen. So, for very high energy neutrons, the Carbon content of the

converter material plays an important role.

The housing of the Fast sensors, in which both converter and detector, as well as an Alu-

minum substrate, is contained, consists of Lead with a thickness of about 1 mm. This material

was chosen in order to shield o� photons and scattered radiation. In �gure 3.8, the cross sec-

tion of Lead for the reaction with neutrons is shown. Over a wide energy range, it stays around

σPb ≈ 10 b; in the region of 0.1 MeV to 5 MeV, resonances occur, which are not important

for the dosemeter design. At around 10 MeV however, neutron multiplication reactions like

(n, 2n), (n, 3n) etc. set in. Those reactions enhance the number of neutrons hitting the con-

verter of the Fast sensor and thus improve its sensitivity at those high energies.2

3.3.2. Delta sensors

As stated above, the HMGU dosemeter is equipped with two Delta sensors. Those sensors are

equivalent in their design, but placed at di�erent positions within the dosemeter head (see

�gure 3.6). Both sensors are provided with a Lithium converter of roughly 200µm thickness.

The Lithium is bound in the form of LiF powder which is dissolved in glue. When the glue

is brought onto the detector, the solvents evaporate, leaving a layer of dried glue with the

2M. Wielunski (HMGU), private communication
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3. The HMGU neutron dosemeter

Figure 3.9.: Total cross section and cross sections for di�erent reaction channels occurring in
the reaction of neutrons with 6Li ([44])

converter material in it. The density of the dissolved LiF is about half of the solid one.3

Unlike the polyethylene converter of the Fast sensors, the Lithium converter employs a

nuclear reaction for the creation of charged particles. With the 6Li isotope, neutrons can

interact via the reaction 6Li (n, α) 3H, i.e.

6Li+ n→ 3H + 4He (3.7)

The Q-value of this reaction is Q = 4.784 MeV ([20, 44]). For a description of the Q-value

see section 2.2. The cross section for the reaction (3.7) is shown in �gure 3.9. One can see

that the behavior of the cross section is dominated by the (n, t) reaction up to energies in the

keV regime. For an e�cient neutron conversion, however, the number of target nuclei must

be enhanced, since natural Lithium has an abundance of 6Li of 7.4 % only. For the use as a

converter, the Lithium is enriched to an 6Li abundance of about 96 %.

From (3.7), one can see that the reaction products of the conversion reaction with neutrons

are tritium t, i.e. the Hydrogen isotope 3H, and an alpha particle α, i.e. 4He. With the Q-value,

the energy distribution of the outgoing particles can be calculated. In the non-relativistic case,

the so-called Q-value-equation ([28, 29]) can be applied; for the tritium product in the above

3M. Wielunski (HMGU), private communication
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3.3. Design of the dosemeter

Figure 3.10.: Dependency of the kinetic energy Et of a Hydrogen ion emitted in forward direc-
tion in the reaction (3.7) on the energy of the incident neutron En ≡ Eneutron;
calculated according to equation (3.8)

reaction, this equation reads

√
Et =

√
mnmtEn
mt +mα

cos θ +

√
mnmtEn

(mt +mα)2 cos2 θ +
mαQ+ En (mα −mn)

mt +mα
(3.8)

In the case of En → 0, the term depending on the scattering angle θ vanishes, and the energy

of the tritium is solely determined by the masses and the Q-values:

Et
En→0

=
Q ·mα

mt +mα
(3.9)

The situation described by equation (3.9) is very well ful�lled when the neutrons are of

thermal energies, i.e. En ≈ 25 meV � Q. In that case, the energy of the tritium is Et ≈
2.73 MeV; the alpha particle energy can be calculated by the same equation yielding Eα ≈
2.05 MeV.

For a non-vanishing neutron energy, however, the energy of the reaction products can

considerably exceed the above values. In the case of forward scattering, the tritium en-

ergy dependency on the incident neutron energy is shown in �gure 3.10. One can see that

even for En > 100 keV, Et becomes higher than 3 MeV already. The Delta sensors are de-

signed to exploit this Delta e�ect. To achieve that, the �rst threshold for the Delta is set to

Ethresh,1 = 2.8 MeV; thus, although the reaction cross section for (3.7) is high at thermal

energies, only neutrons with a high enough energy are counted by those sensors ([25, 21]). A

second threshold is set at Ethresh,2 = 3.5 MeV. This constitutes the fact that for each Delta,

virtually two sensors D1/G1 and D2/G2 are considered. For the dose assessment, the di�er-

ence between the to counts values, i.e. (D1 +G1)− c · (D2 +G2), is taken (see section 3.4 on

page 40).
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3. The HMGU neutron dosemeter

Figure 3.11.: Shape of the pulse height spectra obtained with PE converter (Fast) and LiF
converter (Delta, Albedo) (from [25]). The spectra were taken by measurement
with an AmBe source and at the PTB, respectively. The position of the edge
used for threshold determination is indicated; also, the threshold energy for Fast
and Albedo Ethresh = 1 MeV is shown. Note that the channel numbers given
here do not translate to those given in table 3.1 (change in design).

To determine the comparator channel corresponding to Ethresh,1 and Ethresh,2, thermal

neutrons are used. They are produced with a Americium-Beryllium (AmBe) source as fast

neutrons and thermalized by polyethylene layers. According to equation (3.9), tritium ions

with a kinetic energy of Et ≈ 2.73 MeV are then emitted in the converter of the Delta sensors.

As the range of tritium particles at that energy is lower than the thickness of the sensitive

zone of the underlying detector, all of the energy is deposited and collected, yielding a signal

Ecoll ≈ 2.73 MeV. Since particles that are emitted not in forward direction do not receive the

full kinetic energy of 2.73 MeV but less, this value constitutes an edge in the pulse height

spectrum of the sensors, as shown in �gure 3.11. By varying the comparator channel and

comparing the corresponding count rates, the position of this edge can be determined. The

threshold values Ethresh,1 and Ethresh,2 are then set accordingly. The whole procedure of

threshold setting with the HMGU dosemeter is covered in detail in [25].

The casing of the Delta sensors is made of Cadmium. The cross section of this material

for the reaction with neutrons is shown in �gure 3.8. In general, the Cadmium cross section

is below the one for Lead, which is used for the Fast sensor. For thermal energies below

1 eV however, one can see the so-called Cadmium edge, which is a rise in the cross section of

more than two orders of magnitude. This e�ect e�ciently shields o� thermal neutrons, partly

preventing problems with pile-ups (see section 3.1) that could occur in very low energetic

neutron �elds with a high �uence rate.
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3.3.3. Albedo sensor

The design of the Albedo sensor is very similar to that of the Delta sensors described in section

3.3.2. The geometry and material of the converter is quite the same, i.e. it is a LiF converter

based on the nuclear reaction (3.7) of neutrons with the isotope 6Li. To enhance the reaction

rate, the abundance to this isotope is enriched to 96 %. The converter is imposed onto the

detector by using a LiF powder that is dissolved in glue.

Unlike the Delta sensors that are designed to count intermediate energy neutrons, the

Albedo sensor is for measuring the thermal neutron component of a �eld. Thus, not only

the reaction products exceeding a certain kinetic energy (2.8 MeV for the Delta sensors) are

counted, but a bigger amount of the tritium and alpha particles produced via (3.7). In �gure

3.11, the pulse height spectrum yielded by the sensors with Lithium converter is shown.

Since the plateau below 2.73 MeV comes from particles with Et or Eα less than that energy,

detecting those is possible by simply setting the threshold energy Ethresh to a lower value. For

the Albedo sensor, Ethresh = 1 MeV was chosen, like for the Fast sensors described in section

3.3.1. As mentioned there, for that sensors the comparator channel corresponding to 1 MeV

is not possible to be determined via measurement. This becomes clear from �gure 3.11, as

the pulse height spectrum of the Fast does not display a sharp edge. For the Albedo however,

determining the channel corresponding to 2.73 MeV is possible as described in section 3.3.2

and [25]; the channel for 1 MeV is then set accordingly, both for the Fast and Albedo sensors.

Figure 3.9 on page 36 makes it obvious that the reaction 6Li (n, α) 3H is very well-suited to

convert low-energy neutrons, as there is a steep rise in cross section down to thermal energies.

However, an unaltered Albedo detector whose response followed the behavior of the cross

section would cause a too high sensitivity at this energy ([25]). Thus, two measures are taken

to alter the response in order to yield a better overall behavior. First, a the housing of the

Albedo sensor is made of Cadmium, as for the Delta sensors. The Cadmium edge shown in

�gure 3.8 on page 35 shields o� huge parts of the thermal neutrons. In order to enable some

of them to still enter the sensor after all, a circular hole with 5 mm in diameter is left in the

casing. This hole is placed at the back side of the sensor; that is because thermal neutrons

are usually scattered back from a phantom during measurement, or from the body if the

dosemeter is worn. Thus, the casing is designed for shielding o� thermal neutrons entering

from the front side and enabling them to enter from the back.

The second measure to prevent a too high response to thermal neutrons is to �ll the doseme-

ter head with Boron-carbide B4C. The cross section for the reaction of neutrons with the two

main Boron isotopes is given in [44]. The interaction with 10B, which has a abundance of

around 20 % in natural Boron, has a very high cross section whose behavior is similar to that

of reaction (3.7), i.e. it rises for lower neutron energies. By �lling the dosemeter with Boron,

a part of the thermal neutrons that would still enter the sensor can be captured. The whole

procedure of �lling is described in detail in [25].
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3.4. Dose assessment

The dose reading of the HMGU dosemeter is calculated by taking into account to number

of counts by each of the sensors. According to section 3.1, a count is registered if the signal

height (that is, the collected energy Ecoll) exceeds a certain threshold value Ethresh. For the

Fast and Albedo sensors, one threshold setting is applied each, yielding the count numbers

F1 ≡ F and A1 ≡ A. For each of the Delta sensors, two thresholds are applied, yielding the

values D1, D2, G1 and G2. The so far estimated threshold values for the various sensors are

summarized in table 3.1 on page 28.

As mentioned in section 3.3.2 already, for the dose assessment from the Delta sensors, the

di�erence in their count values is taken. This yields a value referred to as Intermediate counts,

I, which is

I = (D1 +G1)− c · (D2 +G2) (3.10)

That is, the counts obtained with the threshold setting Ethresh,2 = 3.5 MeV are weighted

with a constant c and subtracted from the counts given by the threshold setting Ethresh,1 =

2.8 MeV. SinceEthresh,2 > Ethresh,1, the relationship between the count numbers is (D1 +G1) <

(D2 +G2). Depending on the constant c however, the whole term (3.10) can become nega-

tive. In that case, the Delta sensors are �switched o��, i.e. the value I is set to I = 0 by the

dosemeter software.

The reason for this behavior is that for high energy neutrons, the in�uence of the threshold

value becomes smaller; thus, the number of counts in D1/G1 and D2/G2 approaches each

other. At the same time, however, the total number of counts in the Delta sensors rises, because

more particles receive a kinetic energy higher than the threshold value. At En > 1 MeV, the

Fast sensor begins to detect neutrons (see section 3.3.1); thus, those high energy neutrons

would be counted twice. The deactivation of the Delta sensors is in order to prevent that

problem. Whether this happens is governed by the value of c and the mean energy of the

neutron �eld. Currently, c = 2.2 is used, which has been determined at measurements with

mono-energetic neutrons at the Physikalisch-Technische Bundesanstalt (PTB).4 Of

course, this value was taken to yield an accurate dose reading in these �elds. In mixed �elds

including low and high-energetic neutrons, however, the deactivation of the Delta sensors

causes problems. In those cases, the high-energetic component of the spectrum leads to the

switch-o�, preventing the intermediate energy neutrons (which can account for a substantial

amount of the total �uence and dose) from being counted. Thus, it can happen that in a

situation where non mono-energetic neutron spectra are measured, the dose is underestimated

by the dosemeter. This is also shown with the measurement taken for the present work, which

are presented in chapter 5.

Once the number of the intermediate counts I ≥ 0 is determined, the complete dose reading

Hm (�measured dose�) is calculated by the dosemeter software. For that, appropriate calibra-

tion factors ki are multiplied with the counts in the Fast and Albedo sensor and with the

4M. Wielunski (HMGU), private communication
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constant value

c 2.2

k1 0.16µSv

k2 0.0256µSv

k3 9µSv

Table 3.3.: Factors for dose assessment using equations (3.10) and (3.11) [25, 15]

intermediate counts; the results are then summed yielding Hm:

Hm = k1 · F + k2 ·A+ k3 · I (3.11)

If the Delta sensors are switched o�, I = 0 in (3.11), so that the dose reading is calculated

from F and A only.

Like the value for c, the calibration factors in equation (3.11) have been determined by

means of measurements. Both irradiations at the PTB ([15]) and with the AmBe source at

the HMGU ([25]) have been done. The factors used so far are given in table 3.3.

Using simulated data as obtained in chapter 4, not only the threshold values but also these

calibration factors can be optimized, yielding a higher uniformity of the dose reading in regions

where no (mono-energetic) measurements can be conducted. This enhances the accuracy of

the dosemeter by a great extent. Suggestions for new factors and thresholds are given on

page 118.

41
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One of the major tasks in the present work is to simulate the HMGU neutron dosemeter.

Generally, simulation stands for a computationally intensive calculation of the behavior of

a system. In the case of a dosemeter, the main quantity of interest is the response of the

device to a given neutron �uence; by means of simulation, this quantity can be calculated,

along with all necessary data that are needed to grasp the behavior of the response. Thus,

simulation provides a deep understanding of the physical and technical processes involved in

the functioning of the device.

For the simulation of the HMGU dosemeter, theMonte Carlo method is applied. The general

features of this computational tool are described in supplement A. In order to make use of

this method, a generic Monte Carlo framework, Geant4 [26, 68, 69], is used, which is covered

in A.1 on page 135.

Monte Carlo simulations have already been applied to investigate the sensors the dosemeter

is equipped with; this is described in [21, 20]. There, the Monte Carlo codes MCNP [70] and

TRIM [71] were utilized. In this work, the focus of the simulations is di�erent, and thus

Geant4 was chosen because it o�ers great �exibility and accuracy.

Generally, simulations conducted for this work have two distinct aims. First, they are de-

signed to reproduce measured data. In order to achieve this, an as exact as possible emulation

of the system, i.e. the dosemeter or its sensors, had to be implemented. By studying the evo-

lution of the simulation results with the variation of the system parameters, it was possible

to identify the main in�uences on the device´s behavior and thus gain a better understanding

of its reading. Moreover, the reproduction of experimental results serves as a validation of the

simulations. This is very important, because the second aim of the calculations conducted with

Geant4 was to acquire data that can be used to investigate improvements of the dosemeter.

In this thesis, data from neutron energies not accessible via measurements was simulated,

serving as a basis of some ideas of improvement presented in section 6.1 on page 113.

The two steps necessary to achieve the mentioned goals, i.e. the acquisition of pulse height

spectra and the calculation of response functions for all sensors of the dosemeter, are described

in the next sections. Details on the implementation of the simulation programs as well as a

short general description of the Geant4 framework are provided in supplement A.
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(a) Single sensor (Fast) (b) Complete dosemeter (c) Dosemeter on phantom

Figure 4.1.: Views of the di�erent kinds of geometry used in the simulations, created with the
Geant4 OpenGL renderer ([27])

4.1. Determination of pulse height spectra

To simulate the HMGU dosemeter, i.e. to acquire pulse height spectra for the various sensors

and to calculate the response from them, several simulation programs with the Geant4

framework were created. The design of the applications was as described in supplement A.2.

In general, three di�erent kinds of geometry setups were incorporated: the single sensors, the

whole dosemeter and the dosemeter attached to a plexiglass phantom (see �gure 4.1).

For the simulations of the single sensors, the geometry consisted of the (Lead or Cadmium)

housing, with a converter and a detector on a substrate placed in it, as shown in �gure 4.1a.

For a characterization of the sensors see section 3.1. The layered design of the detectors utilized

in order to account for the CCE (�gure 3.5 on page 32) is described in supplement A.3.

The purpose of the single sensor simulations was to gain an understanding of the physical

processes creating signals in the sensors. Thus, the Fast, the Delta and the Albedo sensors

are treated independently. The simulation results are described in terms of the acquired pulse

height spectra in the following subsections.

4.1.1. Simulation of the Fast sensor

The Fast sensor was the �rst part of the HMGU dosemeter simulated in this work. The

geometry was designed to emulate the real sensor. That is, the converter thickness was 2.5 mm;

the thickness of the Lead housing was 1.0 mm, and the detector was assembled from 200 layers

of Silicon with 2.0µm each. For simulation purpose, the sensor area was not restricted to

A = 200 mm2, since this quantity does not alter the acquired pulse height spectrum, as it is

scaled by the number of neutrons hitting the sensor according to (A.3).

For the beam, mono-energetic neutrons of En = 1.5 . . . 100 MeV were used, as well a energy

spectrum. The latter was the spectrum of the HMGU AmBe source, which is an Americium-

Beryllium neutron source ([72]). The energy distribution of that source, which was also used
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4.1. Determination of pulse height spectra

Figure 4.2.: Spectrum of the AmBe source of the HMGU ([72, 73, 25]), normalized to one

for measurements (see section 5.2 on page 91), is shown in �gure 4.2. It is a rather high

energetic spectrum with a mean energy of Ēn = 4.159 MeV and a maximal neutron energy of

around En ≈ 11 MeV. Here, a normalized binned distribution is available. In order to use the

spectrum as a input for the simulations, a batch �le was created that looped over the energy

bins and started simulations with appropriate event number according to the fraction of the

total �uence in the particular bin. Since the �gure shows a normalized spectrum, applying a

certain �uence corresponds to just scaling it with the desired value.

The resulting pulse height spectrum from those simulations is shown in �gure 4.3. The

green histogram gives the result for a simulation as described above, with only the sensor

implemented (and 27 · 106 incident neutrons on the sensor area), whereas the red line, for

comparison, shows the result for a simulation of the Fast sensor in the whole dosemeter (with

6.75 · 106 neutrons on the sensor area, hence the lower resolution).

Here, the in�uence of charge collection behind the depletion zone described in section 3.2

can be seen clearly. Without accounting for that e�ect, that is with a CCE dependency on

depth z below the detector surface given by

εq (z) =

1 z < 50µm

0 z ≥ 50µm

the energy collection spectra correspond to the dotted lines in the histogram 4.3. When using

a charge collection model as given in the �gure on page 32, the shape of the pulse height
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4. Simulation of the neutron dosemeter

Figure 4.3.: Simulated and measured pulse height spectra of the Fast sensor and an AmBe
source. The dotted lines show the spectra without the CCE being taken into
account.

spectrum is quite di�erent; the whole histogram is shifted to higher energies, and a peak

around Ecoll ≈ 2.2 MeV occurs. This is the partial charge collection peak, which stems from

the fact that with the CCE given in �gure 3.5 on page 32, a signal height Ecoll ≈ 2200 keV

can be achieved with protons incident under 0°. This situation is shown in �gure 4.4, which

is a plot of the collected energy Ecoll versus the energy of protons Ep entering the detector

perpendicularly. As these are the particles that are produced in the polyethylene converter of

the Fast sensor (see section 3.3.1), the frequency of events with Ecoll in a certain interval can

be inferred from �gure 4.4 given a spectrum of proton energies at the detector surface. (Such a

study has been done in [22, 20, 21].) One can see that with the CCE assumed for the dosemeter

simulations, the partial charge collection peak occurs for protons with Ep = 2 . . . 3 MeV; with

charge collection in the ν−layer alone, only a small energy interval around Ep ≈ 2 MeV leads

to a maximal energy collection, which is less than about 2 MeV. Thus, no peak occurs in

the pulse height spectrum, and the energy collection is shifted to lower values in that case.

This is of course because for a sharp transition in the CCE, the collected energy decreases

rapidly once the proton range is so long that the Bragg peak (where most of the energy is

deposited) lies behind the depletion zone. Instead, if the Bragg peak is only shifted to a zone

with εq . 1 (and decreasing very gradually), the collected energy is higher, which is exactly

what is depicted in the �gure.

For non-perpendicular incident of the protons, which is of course the case when using the
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4.1. Determination of pulse height spectra

Figure 4.4.: Energy collection in the Silicon detector, i.e. signal height Ecoll, as a function of
incident proton energy Ep. The blue line corresponds to the CCE shown in �gure
3.5; the dotted line shows the energy collection in the depletion zone alone.

described converter-detector combination, the energy collection can exceed the one than given

in �gure 4.4 due to a higher energy deposition within the active zone because of the longer

path length. Of course, this leads to events with Ecoll ' 2 MeV and Ecoll ' 2.2 MeV in the

pulse height spectra on the facing page for charge collection in the depletion area only and

with the CCE model applied, respectively.

As a comparison, also a measured spectrum,1 that was created with an AmBe source as well,

is shown in �gure 4.3. One can see that also in the measurement, a partial charge collection

peak occurs around the given energy. The measured and simulated histograms �t very well

if charge collection behind the depletion zone is accounted for in the analysis as described in

this thesis.

The mechanism of partial charge collection was further studied with four simulations of

the Fast sensor in a dosemeter geometry and En = 1.5 MeV, En = 2.0 MeV, En = 2.5 MeV

and En = 3.7 MeV as incident neutron energies. The obtained pulse height spectra from

irradiations of the sensor with 25 · 106 neutrons of each energy are shown in �gure 4.5. Here,

the CCE model given by in �gure 3.5 was applied in the analysis of course. One can see that

for the two lower energies, no peak occurs, which is simply due to the fact that in this case the

energy of the emitted protons is completely in the linear range of �gure 4.4, i.e. Ep ≤ 2 MeV.

For En = 2.5 MeV, a small peak at the predicted energy of around Ecoll ≈ 2.2 MeV is observed,

1M. Wielunski (HMGU), private communication
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4. Simulation of the neutron dosemeter

Figure 4.5.: Simulated pulse height spectra of the Fast sensor in the dosemeter geometry with
neutron of energies En = 1.5 . . . 3.7 MeV

which becomes more evident at the highest shown neutron energy. The fact that the pulse

height spectra given in �gure 4.5 show only very few signals at Ecoll ≤ 800 keV is due to the

cut-o� applied here for the purpose of memory saving (see supplement A.2).

The two simulation results depicted in �gure 4.3, for the sensor only and the whole doseme-

ter, already suggest that the surrounding of the Fast sensor has very little in�uence on the

shape of its pulse height spectrum and its response. This is also shown in �gure 4.6, where

three di�erent geometries are used for the simulations with an incident neutron energy of

En = 100 MeV. The number of events was 500·106 (incident on the whole geometry). The �rst

result (green line) shows, just like above, the pulse height spectrum for the sensor alone, and

the second one (red line) for the sensor inside a dosemeter geometry. The third result is for the

same sensor in another geometry which corresponds to the demonstration device described in

former works concerning the HMGU dosemeter ([23, 21, 20, 24]). One can see that only for very

small signal heights, a slight di�erence in the spectra occur. For Ecoll > 1000 keV = Ethresh,

i.e. for signals creating a count (see section 3.1), the di�erences are negligible.

Another result of the simulation with En = 100 MeV is that the shape of the energy collec-

tion spectrum is quite di�erent between the energy of the AmBe source and that energy. This

is because with a polyethylene converter, three kinds of events result in a energy deposition

in the Silicon detector; there is elastic scattering on Hydrogen, elastic scattering on Carbon

and nuclear reactions of neutrons in the Silicon detector itself (see section 2.2). As already

shown in �gure 3.7 on page 34, the cross sections for scattering decrease with increasing neu-
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4.1. Determination of pulse height spectra

Figure 4.6.: Simulated pulse height spectra of the Fast sensor with 100 MeV neutrons and
three di�erent geometries

tron energy; for En ' 10 MeV however, the cross section for scattering on Carbon is higher

than for the reaction with Hydrogen. For the AmBe spectrum with Ēn = 4.159 MeV (�gure

on page 45), the scattering on protons is the dominant e�ect; for 100 MeV, even though the

amount of C in polyethylene is half of the H amount, scattering on Carbon is more important.

Those C ions receive less kinetic energy in the scattering process than protons due to their

higher mass (equation (2.1)), but are able to deposit their energy in a shorter path because

of their higher stopping power. Thus, the energy collection resulting from those processes is

higher than for protons, too. The Hydrogen ions that are still produced have higher energies

than with the AmBe source because of the higher incident neutron energy. According to �gure

4.4 however, the energy collection is generally lower in that case.

Further simulations were conducted with the Fast sensor in the dosemeter geometry with

incident neutron energies En = 5 MeV and En = 14.8 MeV. For 5 MeV, a similar shape of

the pulse height spectrum as with the AmBe source is expected, whereas for 14.8 MeV the

shape should resemble the one for 100 MeV, since in that case Carbon ions play a greater role.

The two energies were chosen in order to compare the outcomes with former measurements at

the Physikalisch-Technische Bundesanstalt (PTB) done in 1999, where a pulse height

spectrum was acquired with a previous version of the Fast sensor ([21, 23]). The measurement

and simulation results are shown in �gure 4.7. Indeed, the energy collection spectrum for

En = 5 MeV shows the same characteristics as the one depicted in �gure 4.3; also, the partial

charge collection peak can be seen, since that e�ect plays a important role here as well
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4. Simulation of the neutron dosemeter

Figure 4.7.: Simulated and measured pulse height spectra of the Fast sensor in the dosemeter
geometry with neutron energies En = 5 MeV and En = 14.8 MeV. The missing
signals in the 5 MeV simulation below Ecoll ≈ 800 keV are due to the applied
cut-o�.

of course. The histogram for 14.8 MeV shows a shape roughly similar to the ones given in

�gure 4.6 on the previous page. Also in that case a small peak at around Ecoll ≈ 2.2 MeV is

observed. This is because here the energy of the incident neutrons is low enough to enable

scattering on Hydrogen; the overall shape however indicates that the main contribution comes

from Carbon ions and direct reactions of neutrons in the Silicon detector. The latter e�ect

plays a great role for the Delta sensors as well, as will be shown below.

Finally, it can be noted that the measured and simulated energy collection spectra in �gure

4.7 �t very well. The only signi�cant di�erences are observed at Ecoll / 800 keV, which

is partly due to the cut-o� applied here as well and partly due to in�uences of photons

etc. on the measured spectra. For the number of counts acquired with the threshold setting

Ethresh = 1 MeV, as given in table 3.1, these di�erences are unimportant.

In the frame of the Delta study described in the next section, the dosemeter geometry was

simulated on a phantom. In this geometry, also the Fast sensor was present. The resulting pulse

height spectra of an irradiation of the dosemeter area on the phantom with 91.204·106 neutrons

are given in �gure 4.8. The neutron energies were En = 5 MeV and En = 14.8 MeV, just like

in the �gure 4.7 above. Comparing the corresponding pulse height spectra, one can infer that

the presence of a phantom does change neither the shape nor the number of signals in the

relevant region Ecoll ≥ Ethresh = 1000 keV; thus, the number of counts would be una�ected.
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4.1. Determination of pulse height spectra

Figure 4.8.: Simulated pulse height spectra of the Fast sensor in a dosemeter geometry
attached to a phantom; only the area of the dosemeter was irradiated with
91.204 · 106 neutrons of two di�erent energies

This is clear from the fact that the protons and Carbon ions producing signals in that range

are emitted in the direction of the incoming neutrons, which are incident from the front.

The reactions in the Silicon detector material contributing to the 14.8 MeV spectrum cannot

be triggered by backscattered neutrons as well due to their low energy (see next section).

Thus, as far as the Fast sensor is concerned, a phantom is negligible in both simulation and

measurement.

4.1.2. Simulation of the Delta sensors

It has been shown in the previous section that for the Fast sensor the in�uence of surrounding

material is little. In the case of the Delta sensors, this was not a priori clear since with that

sensor, the process of signal creation is quite di�erent. Moreover, a direct and quantitative

comparison with measured pulse height spectra as with the Fast sensor is not possible here,

because former works like [21, 20, 25, 23] refer to a very di�erent design of the Delta sensors;

with a higher in�uence of the surroundings and dimensions, these di�erences are crucial.

Thus, it was decided to conduct a comprehensive study of the in�uences of various geometric

components on the pulse height spectrum of the Delta sensors, creating further insight into

its functionality.

For that purpose, four neutron energies were chosen, which were En = 570 keV, En =

1.2 MeV, En = 5 MeV and En = 14.8 MeV. The overall design of the simulation application
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4. Simulation of the neutron dosemeter

Figure 4.9.: Simulated pulse height spectra of the Silicon sensor alone, irradiated with 25 ·106

neutrons of four di�erent energies. For the spectrum with En = 14.8 MeV, the
reactions leading to some of the spectrum's characteristics are indicated.

was as described in supplement A.2. For the analysis, the CCE given in �gure 3.5 on page 32

was used, as it was shown in the previous section that this model reproduces the features of

the pulse height spectra of the Fast sensor quite well. Since the detector of the Delta sensors

is of the same type, the same charge collection dependency on depth can be assumed here.

For the geometry, four steps were taken, in which the various components were added

gradually. First, only the Silicon sensor was irradiated in the simulations. Then, the LiF

converter with glue, as described in section 3.3.2, was added. After that, the sensor was

placed in a housing and the dosemeter geometry, i.e. a steel case �lled with Boron-Carbide.

From that step on, di�erences between the Delta D and Delta G (which will be replaced

by a γ-sensor eventually, [59]) were expected due to the di�erent positions in the dosemeter

head. As a last step, the dosemeter was simulated on a phantom. Here, however, only a rough

estimate of the phantom in�uence was done, as not the whole phantom surface was irradiated

in order to save CPU time.

Silicon detector only

The silicon detector alone was irradiated with 25 · 106 neutrons for each of the energies given

above. The resulting pulse height spectra are given in �gure 4.9. Here, di�erent processes

resulting in the signals can be identi�ed. For the higher energies En = 5 MeV and En =

14.8 MeV, an edge can be observed in the histograms at Ecoll ≈ 1 MeV and Ecoll ≈ 2 MeV
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4.1. Determination of pulse height spectra

Figure 4.10.: Cross sections for various nuclear reactions of neutrons with natural Silicon, as
well as for scattering and total cross section ([44])

respectively. Those stem from elastic scattering on 28Si ([74]), which is the main Silicon

isotope. The other lines standing out of the spectra for those energies come from nuclear

reactions of the neutrons with Silicon, i.e. (n, α), (n, d) and (n, p) reactions. They can be

identi�ed according to their tabulated Q-value (see section 2.2), which is negative for the

processes given here. Q-values can for example be found in [44]. The sum of kinetic energies

of the particles produced is En − |Q|; if both reaction products deposit their energy in the

active zone of the detector with a high CCE, Ecoll = En−|Q|; since both are charged particles,
their range in Silicon is rather short, resulting in a high probability that the energy deposition

happens a very small volume, which yields the lines that can be seen in �gure 4.9.

The cross sections for the various reactions of neutrons with Silicon are shown in �gure

4.10. One can see that for the lower energies En = 570 keV and En = 1.2 MeV, the (n, p),

(n, d) and (n, α) reactions are not possible (due to the Q-value). Thus, no speci�c lines can

be observed in the spectra shown in �gure 4.9.

Since the Silicon detector used in the simulation here is the same for all of the sensors in

the HMGU dosemeter, the study of the response of the Silicon itself to neutron radiation is of

great importance. A pulse height spectrum as shown in the above �gure underlies the spectra

of the other sensors, i.e. the Fast and the Albedo sensor, as well, if the neutron energy is high

enough. It must be concluded that for high energies En � 5 MeV, most of the contribution to

the signals stems from Si+n reactions, also because for increasing neutron energies the cross

sections for interactions with the various converter materials, i.e. 6Li, C and H, decrease.

E.g. for the simulation of the Fast sensor with En = 100 MeV, as presented in the previous
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4. Simulation of the neutron dosemeter

Figure 4.11.: Simulated pulse height spectra of the Silicon sensor with LiF converter, irradi-
ated with 25 · 106 neutrons of four di�erent energies.

section, most of the shape of the pulse height spectrum must actually be accredited to those

direct reactions in Silicon.

Detector with 6LiF converter

The next step in the study of the Delta sensors was the addition of a converter composed

of Lithium-Fluoride (mainly of 6LiF ) and glue, as described in section 3.3.2, to the Silicon

detector. The geometry was irradiated with 25 · 106 neutrons for each of the given energies.

The outcome of the simulation is shown in �gure 4.11.

For the highest energy En = 14.8 MeV, the pulse height spectrum does not change much

from the previous simulation, indicating that here the reactions in Silicon still play the domi-

nant role. Also for En = 5 MeV, still some of the characteristic lines from the Si+n reactions

are observed.

The in�uence of the LiF can be seen in the pulse height spectra for En = 570 keV, En =

1.2 MeV and En = 5 MeV. From �gure 3.10 on page 37 and equation (3.8) one can infer

that the tritium energy for the lower incident neutron energies is around Et ≈ 3.5 MeV and

Et & 4 MeV, respectively, if the particles are emitted in forward direction. At these energies,

the signals with the highest collected energies occur in the spectra depicted in �gure 4.11.

Generally, more events are registered with a converter than for the detector alone, as it is

expected. For En = 5 MeV, the enhancement of the pulse height spectrum due to the converter
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is clearly visible as well. According tho the �gure on page 36 however, the cross section for the
6Li (n, α) 3H reaction is very low for that neutron energy already. But, as described in section

3.3.2, the converter of the Delta sensors consists of the elements Hydrogen and Carbon (in

form of the glue) as well; the shape of the depicted pulse height spectrum is thus considered

to stem from scattering on these nuclei, as well as on Lithium and Fluoride, plus a signi�cant

contribution from direct neutron reactions in Silicon as shown in �gure 4.9.

The tritium edge, which is expected when comparing the measured pulse height spectrum

in �gure 3.11 on page 38 with the simulated ones shown here does not occur. This is due

to the fact that in order to create such an edge, thermal or very low energetic neutrons are

needed, since the cross section for the Lithium reaction (3.7) is high for low En only (�gure

3.9). Those neutrons are usually produced by scattering in a phantom, as described in the

next but one paragraph.

Sensor in dosemeter geometry

One more geometric design investigated in this study was the Delta sensors included in a

dosemeter geometry, as it was done with the Fast sensor as well. Such a design is shown in

�gure 4.1b on page 44 for example. Here both positions of the Delta sensor, i.e. in front of the

Albedo one and at the back side of the dosemeter head, corresponding to the sensors Delta

D and Delta G (see �gure on page 33), were simulated. The dosemeters were irradiated with

8.33 ·106 neutrons for each of the energies denoted above; the results are given in �gures 4.12a

and 4.12b.

By comparing these two �gures, it can be concluded that the position of the sensor in the

dosemeter head dose not make a great di�erence, as corresponding pulse height spectra look

quite the same; also, the number of events per energy bin itself is comparable. This is because

for the energies given here, the mechanisms leading to signal creation do not alter when adding

more material; i.e., for lower En the reactions in the converter play a main role, whereas for

high En the direct Si+ n reactions are dominant.

Between the spectra on the facing page, which were acquired with detector and converter

only, and the energy collection spectra given here, the main di�erence is that the characteristic

features, i.e. the lines corresponding to certain nuclear reactions at En = 5 MeV and En =

14.8 MeV, seem to have disappeared. Also, the edge stemming from elastic scattering on 28Si

is no longer clearly visible for the highest neutron energy. This is partly due to binning (The

energy bins in �gures 4.12 are broader than above, allowing for less simulated events.), and

partly due to the fact that the amount of material added here, i.e. the Cadmium housing and

the dosemeter �lling consisting of Boron, Carbon, Hydrogen and Oxygen, leads to a �blurring�

of the incident neutron energies by elastic and inelastic scattering. For En = 5 MeV, the 28Si

edge is still visible however, since both e�ects, unlike for En = 14.8 MeV, cannot compensate

the steep decline in the pulse height spectrum following the edge.
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(a) Delta D

(b) Delta G

Figure 4.12.: Simulated pulse height spectra of the Delta D and Delta G sensors in a dosemeter
geometry, irradiated with 8.33 · 106 neutrons at four di�erent energies each
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Figure 4.13.: Irradiation pattern in the investigation of the phantom in�uence on the pulse
height spectra of the Delta sensors. First, the dosemeter area was irradiated,
then the same area next to the dosemeter.

Dosemeter on phantom

The last step in this study was to investigate the in�uence of a slab phantom on the pulse

height spectrum of the Delta sensors. Since the reaction of neutrons with 6Li has a very high

cross section for low neutron energies only (�gure 3.9 on page 36), backscattered neutrons

from a phantom with thermal and epithermal energies are expected to greatly enhance the

number of signals in the spectra, although with low energies more neutrons are absorbed by

the surrounding dosemeter materials like Boron, Cadmium etc.

The simulation of a phantom however constitutes a computationally extensive task. Since

no information on the neutron tracks within the phantom are known in advance, i.e. no

importance can be given to apply variance reduction techniques ([75]), the phantom surface

of 30×30 cm² must be irradiated with a uniform �uence. The neutrons incident on parts of the

surface that are not covered by the dosemeter have only a small chance of being scattered into

the sensors; their track however must be simulated up to the end. This simulation of neutron

interactions in the phantom body is time-consuming as well, since with raising number of

scattering events, the cross sections tend to increase, which leads to shorter distributions of

path lengths according to equation (2.3) and thus more computational activity. This problem

would be even more obstructive if the S (α, β) matrix mechanism was applied as described in

[76].

Therefore, for the study of the Delta sensors, it was chosen to produce only a rough es-

timation of the in�uence of a phantom. In the next section 4.1.3, a thorough simulation of

the dosemeter attached to a phantom is presented. Here, the geometry depicted in �gure 4.1c

was implemented, but the beam width was not extended to cover the surface of the whole

phantom. Instead, the dosemeter area was irradiated with 91.204 · 106 neutrons �rst with the
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usual energies En = 570 keV, En = 1.2 MeV, En = 5 MeV and En = 14.8 MeV; after that,

the same area but next to the dosemeter was irradiated, with the same number of neutrons

per energy, as shown in �gure 4.13. The pulse height spectra for those to simulations were

acquired independently. To estimate the in�uence of the neutrons scattered in the phantom,

the pulse height spectra of the second irradiations were added four times to the ones of the

�rst simulation, yielding an e�ective irradiated area as given in the �gure. Here, it is assumed

that neutrons e.g. from the left and the right side have the same chance of being scattered

towards the sensor; at least for the Delta G, which is near the center of the dosemeter (�gures

3.6 and 4.1b), this assumption is valid.

The results of the given procedure are shown in �gure 4.14. Here, the in�uence of the

scattered neutrons on the pulse height spectra is clearly visible, specially for En = 570 keV

and En = 1.2 MeV. When comparing these spectra to the ones shown in �gure 4.12, one can

see that the low energy neutrons now lead to an edge at the energy predicted by equation

(3.9), i.e. Ecoll ≈ 2.7 MeV. The same edge occurs for En = 5 MeV, which means that even at

this neutron energy scattered particles can contribute to the signals. The di�erence to �gure

4.12 is not so huge however, since there many events with Ecoll / 2 . . . 3 MeV where counted,

stemming from elastic scattering events in the converter. Thus, the additional contribution

by the phantom is relatively low.

The histogram for En = 14.8 MeV is seemingly una�ected by the phantom. Here the Si+n

reactions still play a dominant role so that additional signals from scattered neutrons do

not a�ect the overall shape of the pulse height distribution. Moreover, with higher neutron

energies the particles entering the phantom need to be scattered more often in order to be

slowed down to energies where the cross section for reaction (3.7) is high, which is generally

less probable than the fewer interactions needed for lower incident neutron energies.

When comparing �gures 4.14a and 4.14b, one can see that for the higher neutron energies,

the pulse height spectra are only very little in�uenced by the position of the sensor. For the

lower energies, the more signals are acquired in the Delta D sensor, since that one is situated

nearer to the phantom surface, so that scattered neutrons have to travel through less material

to reach the converter.

Although these simulations with a phantom can be regarded a rough estimate only, they

show very well the in�uence of the backscattered neutrons on the pulse height spectra at

low energies. For quantitative statements, the whole phantom surface must be irradiated,

which is shown in the next section. Here, the main result that can be inferred from �gure

4.14 is that even though the phantom in�uence greatly enhances the number of signals with

Ecoll . 2.73 MeV, the signal number above that energy is not a�ected. This becomes clear

when considering that for a tritium energy Et higher than the given value, the particle must

be emitted in the direction of the incident neutron (equation (3.8)). Thus, if the neutron is

a scattered one coming from the back side, i.e. the phantom, the highest energy that can be

achieved is given by equation (3.9) as 2.73 MeV. In the �gures on page 56 and 59, these signals

with Ecoll higher than that value either come from neutrons hitting the converter directly, or
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(a) Delta D

(b) Delta G

Figure 4.14.: Simulated pulse height spectra of the Delta D and Delta G sensors in a geometry
involving a phantom. The irradiation patter was as given in �gure 4.13, with
summed up pulse height spectra shown here.
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even from neutrons interacting in the Silicon detector. The latter events are not in�uenced

by a phantom as well, since the nuclear reaction given in �gure 4.9 all posses Q < 0, meaning

that the neutron energy has to be higher than a certain value for interaction.

For the functionality of the Delta sensors, only the number of counts is essential, that is the

number of signals with Ecoll > Ethresh. As described thoroughly in section 3.3.2, this threshold

value Ethresh is chosen according to the Lithium edge to be Ethresh = 2.8 MeV (see table on

page 28 and [25]). Since the phantom does not in�uence the number of signals beyond that

value, it does not in�uence the number of counts; just as for the Fast, it is thus disposable for

the functioning of the Delta sensors.

4.1.3. Simulation of the Albedo sensor

The third type of sensor installed in the HMGU dosemeter is the Albedo sensor. According

to section 3.3.3, its design is almost equal to the Deltas, only with a 5 mm hole in the back

side of the Cadmium housing enabling more low-energy neutrons to enter the sensor. As the

name �Albedo� already suggests, it is considered especially sensible to neutrons scattered back

from a phantom. Thus, for the simulation of this sensor, the full phantom geometry had to be

implemented and irradiated (see �gure 4.1c on page 44). For a result, a pulse height spectrum

similar to the Delta spectra shown on the previous page is expected, since the mechanism of

signal creation is quite the same.

In order to conduct the simulations, the parallelized version of the Geant4 applications

described in supplement A.2 was utilized; calculations were performed on 24 CPU cores at

the TU München.

For a thorough simulation, the AmBe spectrum shown in �gure 4.2 on page 45 was used

as a input, with a total number of neutrons incident on the phantom surface of 2.25 · 109,

corresponding to a �uence Φn = 2.5 · 106 cm−2. In order to slightly speed up the simulations,

di�erent range cuts (see section A.1) were applied, namely 0.002µm in the sensor regions,

2.0µm in the rest of the dosemeter and 6.0µm in the phantom. The materials used in the

simulation were constructed from isotopes mainly.

Since in order to create a correct pulse height spectrum for the Albedo sensor the whole

dosemeter geometry had to be implemented, also the other sensors Fast, Delta D and Delta

G were present in the simulations. As the phantom has no in�uence on the Fast sensor as

shown above, and also its impact on the Delta spectra had been estimated, those sensors´

results were analyzed as well, serving as a validation. The acquired pulse height spectra of

a all four sensors are shown in �gure 4.15. Concerning the outcome of the Fast sensor, one

can see that the spectrum is not di�erent from the one given in �gure 4.3; the partial charge

collection peak is clearly visible (since of course the CCE model from the above section was

applied) and the overall signal number is around 0.6 · 10−6 per keV and incident neutron. For

the Delta sensors, a small contribution from the scattered neutrons can be inferred. Below

the Lithium edge Ecoll ≈ 2.7 MeV, more signals are registered in the Delta D sensor, since

this one is nearer to the phantom surface. The dominant part of the signals in both Delta
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4.1. Determination of pulse height spectra

Figure 4.15.: Simulated pulse height spectra of all four sensors, including the Albedo, in a
dosemeter geometry attached to a phantom irradiated with 2.25 · 109 neutron
from the AmBe energy spectrum shown in �gure 4.2

sensors however come from direct reactions in the converters and detectors. That result is in

agreement with the outcome of the Delta study presented above.

For the Albedo sensor itself, the contribution of the low energetic scattered neutrons is

much higher than for the Deltas. This can be seen from the pulse height spectrum given in

the �gure, considering that for Ecoll / 2.7 MeV, the number of signals exceeding the result

of the Delta D (which is, apart from the hole, equal to the Albedo) stems from those events.

Of course, at the relatively high energy of the AmBe neutrons (�gure 4.2), also scattering

reactions in the converter and direct Si + n reactions play a role for the Albedo. This can

be seen from the signals Ecoll > 2.7 MeV displayed in 4.15. Those signals cannot be created

by neutrons coming from the back side of the detector, since according to equation 3.8 the

maximal achievable energy is Et ≈ 2.7 MeV in that case. Thus, concerning those events, the

Albedo sensor behaves like the Delta ones presented in section 4.1.2. The neutrons triggering

the 6Li (n, α) 3H reaction in the converter of the Albedo however are considered to come from

the phantom through the hole in the Cadmium housing mainly.

The simulation program used to create the pulse height spectra 4.15 had been augmented

before the run with the AmBe source energy spectrum, so that the primary positions of the

neutrons creating a speci�c energy deposition in the various detectors could be scored. For

that, no additional actual scorer had to be implemented; the information on the primary

position was simply handed to the Monitor class by the PrimaryGenerator and then dumped
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4. Simulation of the neutron dosemeter

Figure 4.16.: Primary neutron positions of the events leading to energy deposition in the fours
detectors with Edep higher than certain values

to a dedicated table in the MySQL database (see �gure A.1 on page 139). The analysis of

that table gives further information on the in�uence of the phantom on the sensors, since

the position of the neutron at the beginning of an event is also the position on the phantom

surface where the latter is entered, or the position on the sensor area where a direct reaction

occurs. By visualizing the distribution of positions of primary neutrons corresponding to a

certain energy deposition, one can estimate how far the neutron track length in the phantom

is or if scattered neutrons play a role for the pulse height spectrum at all.

The result of that analysis is displayed in �gure 4.16. Here, distributions for all four sensors

are drawn. For the Fast and Albedo sensors, events leading to a energy deposition Edep >

1.0 MeV were chosen, since those events are likely to create a count considering the threshold

value Ecoll > Ethresh = 1000 keV (see table on page 28). For the Delta sensors, events with

Edep > 2.7 MeV are shown for the same reason. One can see that for these sensors and the

Fast, the positions of events yielding such a high energy deposition are concentrated on the

sensor areas. In those cases, the primary neutrons hit the sensors directly, triggering either a

Si+n reaction in the detectors or creating secondary particles in the converters with energies

high enough for the given energy deposition. Although scattered contribution is unimportant

for the Fast and Deltas, neutrons that are scattered in the phantom and still deposit a huge

amount of energy in the detectors of these sensors are also observed. Those neutrons obviously

leave the phantom with energies high enough to undergo nuclear reactions in Silicon.

With the Albedo sensor, the situation is di�erent. Although here a concentration of event
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4.1. Determination of pulse height spectra

positions in the sensor area (the same as the one of the Delta G, see page 33) can be observed,

most events with high energy deposition are scattered in the phantom. In �gure 4.16, only

around 36 % of the drawn positions are within the Albedo area; inside a 5×5 cm2 square area,

64 % and within 10 × 10 cm2, 90 % of the positions can be found. This is a clear indication

that for the Albedo, a phantom is essential, even at high neutron energies like with the AmBe

source. This result was also found experimentally, as described in section 5.2.

The intended energy range for the Albedo sensor is however not the high energetic one,

but the lower energies, down to thermal neutrons. When measuring with a AmBe source, the

contribution of the Albedo to the reading of the HMGU dosemeter is little ([25]). Thus, more

simulations of the Albedo sensor with a phantom were conducted, with neutron energies below

En = 10 keV. As described in supplement A.1, at low energies the ThermalScattering module

in the physics lists of Geant4 should be enabled, which implements the S (α, β) matrix

describing the interaction of thermal neutrons with certain molecules like polyethylene or

water [76, 77, 5]. This functionality was activated here; in order to retain a reasonable run-

time of the application, the number of events was reduced to 180 · 106, yielding a �uence

of Φn = 200 · 103 cm−2.2 The neutron energies used were En = 25 meV (see footnote 1 on

page 18), En = 1 eV, En = 10 keV and En = 10 MeV, with the latter serving as a comparison

since the thermal scattering physics is considered to lead to no di�erence at that high energy.

For further comparison, some of the simulations results described in the next section 4.2

were analyzed in terms of pulse height spectra. For those simulations, no thermal scattering

was enabled, i.e. only the High Precision Neutron Model (see supplements A.1 and A.2). The

�uence there was Φn = 500 · 103 cm2 for each of the above neutron energies. For the energies

En = 25 meV, En = 1 eV and En = 100 eV, position distribution plots like �gure 4.16 were

created.

In �gure 4.17 on the following page, the pulse height spectra for the four energies given

above, acquired both with and without thermal scattering, are shown. Here, the �lled spectra

correspond to the activated S (α, β) matrix. The general di�erence in shape between low and

high neutron energy (that is, En = 10 MeV) can be seen for both methods; i.e. for high

incident energy, the direct reactions play a main role creating a di�erently formed energy

collection spectrum, just as with the Delta sensors in �gure 4.14. For all histograms however,

the total number signals per energy bin and incident neutron is lower if thermal scattering is

enabled.3 This is especially noticeable for En = 10 keV. The reason for this is that neutrons

which originally posses that kinetic energy need to be scattered more often to achieve thermal

energies; thus, the altered cross sections below 4 eV (see A.1 and [76, 77]) come to their own.

This is not the case if the neutron energy is below that value originally already, because in that

case a augmented scattering probability and kinematics would not alter such a great number

of events. Therefore, the di�erence between the histograms for En = 1 eV and En = 25 meV

2With that value, and a response of roughly R = 2000 cm², the relative statistical error in the number of
counts according to equation A.10 is around 5 %.

3Note that this is not due to the di�erent number of incident neutrons, since all pulse height spectra are
scaled with that number according to section A.3
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4. Simulation of the neutron dosemeter

Figure 4.17.: Simulated pulse height spectra of the Albedo sensor in a dosemeter geometry
attached to a phantom, for four neutron energies. The �lled histograms were
acquired with the S (α, β) matrix enabled and 180 · 106 incident neutrons per
energy, the un�lled ones with the HP package only and 450 · 106 neutrons per
energy.

is smaller in comparison. For 10 MeV, the di�erence in pulse height spectra is small due to

the fact that here the scattered neutrons play a less dominant role, as explained above.

The positions of the primary neutrons leading to a energy deposition higher than the collec-

tion threshold value for the Albedo sensor, i.e. Edep > 1000 keV , were scored in the thermal

scattering simulation as well. In �gure 4.18, these distributions are compared to correspond-

ing distributions acquired without thermal scattering. In both cases, it can be seen that for

the lowest energy En = 25 meV, only very few events can be counted, and that within the

dosemeter area (except the area of the sensor itself), almost no positions are shown. The

same is true for En = 1 eV; here, however, many events are displayed within the sensor area.

The reason for this behavior is that for low energies, absorption in the Boron �lling of the

dosemeter is very important due to the high cross section ([44, 25]). For thermal neutrons,

also the reactions in the Cadmium housing of the Albedo sensor plays a role (see �gure 3.8).

The situation is di�erent for En = 100 eV and En = 10 keV, where the B + n cross section is

lower already, and the neutrons can pass the dosemeter �lling more unresisted. As expected,

for En = 10 MeV, almost all energy depositions are due to events with the original position

in the sensor area, as these correspond to direct reactions.4

4In �gure 4.18b, the position marker are just concealed by the markers belonging to En = 1 eV.
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4.1. Determination of pulse height spectra

(a) Position distribution for En = 25 meV, En = 1 eV and En = 100 eV, acquired without thermal
scattering and Φn = 500 · 103 cm−2

(b) Position distribution for En = 25 meV, En = 1 eV, En = 10 keV and En = 10 MeV, acquired with
thermal scattering enabled and Φn = 200 · 103 cm−2 (scaled to the same �uence as in 4.18a)

Figure 4.18.: Primary neutron positions of the events leading to a energy deposition Edep >
1000 keV in the Albedo detector for three and four di�erent primary neutron
energies, respectively. In 4.18a, thermal scattering was not activated, whereas
4.18b was acquired with enabled S (α, β) matrix

65



4. Simulation of the neutron dosemeter

The di�erence between thermal scattering being activated and not can be inferred best

when comparing the distributions for En = 1 eV in the �gure. With the S (α, β) matrix,

considerably fewer neutrons that enter the phantom outside the sensor and dosemeter area

and still create a signi�cant signal are observed. This is of course due to the altered cross

sections, which obviously result in a slightly lower probability for these neutrons to enter the

sensor. The outcome is a lowered pulse height spectrum as can be seen in �gure 4.17. In how

far this a�ects the number of counts and thus the response of the Albedo calculated from the

simulations is described in the next section.

4.2. Calculation of response functions

In the previous sections, the focus of the described simulations and the discussion of the results

had been on the pulse height spectra. From the shape of these spectra, a lot of information on

the reaction mechanisms leading to detectable signals, and in the case of the Fast sensor even

on the charge collection e�ciency of the Silicon detectors (see page 44), can be inferred. As

explained in supplement A.3, the analysis of the simulation results however involves a second

step, which is the calculation of each individual sensor´s response function from the pulse

height spectra, whose acquisition from the raw data in the MySQL table (�gure on page 139)

constituted the �rst step.

The creation of these spectra is outlined in listing A.3; using Root ([78]), also the inte-

gration of the spectra could be accomplished easily. According to equation (A.5), such an

integration of the energy collection spectrum from the corresponding threshold Ethresh yields

the response η, i.e. the number of counts per number of neutrons incident on the sensor, or,

when multiplied with the sensor area A, the response R, which is the number of counts divided

by the neutron �uence.

For the simulation of the Albedo sensor, which included the whole dosemeter geometry with

a phantom as shown in �gure 4.1c on page 44, the four sensors of the HMGU dosemeter had

been implemented already. The aim of the following simulations was to create pulse height

spectra for all sensors, not only at arbitrary neutron energies for individual analysis, but over

a wide energy range. By using an automatic analysis procedure implemented in Root, the

necessary steps, i.e. reading of the data, creation of pulse height spectra and their integration

as well as the output of the inferred response, could be done for a given SimID range (see

supplement A.2) all at once. For later re-analysis, e.g. with other threshold values than given

in table 3.1, the pulse height spectra were stored in data �les, which allowed of a skip of the

time-consuming reading step in the analysis procedure after the �rst time.

Generally, the response of the dosemeter, or the sensors it is made up, was calculated for the

two situations with phantom and without. From previous results, i.e. the comparison of pulse

height spectra, it is clear that the addition of a phantom to the simulation geometry alters the

result of the Albedo sensor only. However, since such a change in geometry made it necessary

to create a di�erent Geant4 application anyway, two di�erent runs were conducted.
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Table 4.1.: Parameters used for the simulation runs to calculate the dosemeter response func-
tions
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4. Simulation of the neutron dosemeter

For the simulations without the phantom, four (virtual) CPU cores on a local computer were

used. The energy range applied there was En = 25 meV . . . 1 GeV, based on the evaluation at

29 distinct energies. The �uence was Φn = 1 ·106 cm−2, corresponding to a number of incident

neutrons of around 36.5 ·106, per energy. For the physics, of course the High Precision neutron

model (HP) was used at the energies of En < 20 MeV. At higher energies, both cascade

models, i.e. Bertini and Binary INC (see A.1), were applied in two distinct runs, in order to

compare the results. The energy points at which the response was evaluated, as well as the

corresponding physics models, are given in table 4.1.

The simulations with plexiglass phantom were conducted partly on 24 CPU nodes at the

Technische Universität München and partly on the four nodes on the local PC. 26

distinct neutron energies were used, ranging from En = 25 meV to En = 200 MeV, with the

parameters also given in table 4.1. One can see that in most cases, a rather high neutron

�uence of Φn = 1.875 · 106 cm−2 could be a�orded due to the 24 cores available that time.

For the low energies, the �uence was 500 · 103 cm−2, since those runs were considered more

time-consuming due to the higher cross sections corresponding to shorter interaction lengths

(equation (2.3)). Generally, only the Binary cascade model with HP neutron package was

utilized. At four energies, also thermal scattering (TS) was enabled, as described in section

4.1.3 for the Albedo sensor. In those cases, the �uence was reduced to 200 · 103 cm−2, in order

to achieve a reasonable computation time.

Response without phantom

In �gure 4.19, the calculated response η = R
A , i.e. the probability for a incident neutron to

create a count, is depicted for the sensors of the HMGU dosemeter. The calculations shown

here were conducted without a phantom and with the Binary model, according to table 4.1.

For the threshold settings, the values given by [25] and on page 28 were applied. This means

that for the Delta D and Delta G sensors, all in all four virtual sensors are shown in the

�gure, since according to sections 3.3 and 3.3.2, these sensors are equipped with to di�erent

thresholds each, yielding of course two distinct count numbers corresponding to di�erent

response functions.

For the Fast sensor it can be seen that the response is zero up to a neutron energy of

En = 1 MeV, which is of course due to the threshold at that value. At higher energies, the

response rises quickly, until around En ≈ 10 MeV the maximal value of R ≈ 3574 ·10−6 cm2 is

reached. Then, a small dip in the response occurs, because the cross section for the interaction

of neutrons with hydrogen decreases, and moreover protons that are still produced deposit

less energy in the active zone of the detector due to their higher range (see section 4.1.1).

With further rising neutron energy however, reactions on carbon play a greater role, and also

the reactions of neutrons in the Silicon detector itself, which leads to a new increase in the

response.

The response of the Albedo sensor is very low for the thermal neutron energy En = 25 meV,

which seems surprising considering that the cross section of reaction (3.7) according to �gure
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4.2. Calculation of response functions

Figure 4.19.: Response functions for the sensors of the dosemeter (Deltas divided in two)
obtained without phantom and the Binary cascade model. The points where
the response was evaluated are indicated by the error bars; in between, a linear
interpolation (on a logarithmic scale) was applied.

3.9 is very high at low energies. The reason is that in the simulated geometry, neutrons enter

the sensor mainly from the front, since no phantom is present for backscattering. The hole in

the Cadmium housing however is at the back side; neutrons from the front are thus e�ectively

shielded o� by the Cadmium, which has a high interaction cross section with neutrons at

thermal energies (see page 35). At the next simulated energy, En = 1 eV, this cross section

is already more than two orders of magnitude lower, so only the high reaction probability

with 6Li plays a role here, resulting in very high response of R = 2086 · 10−6 cm2. With

increasing neutron energy, the response decreases, since also the cross section gets lower; its

excess around En ≈ 250 keV is also emulated by the response. The minimal response is around

En ≈ 1 MeV with a value of R ≈ 59 ·10−6 cm2; from that energy, the response increases again,

because then also scattering reactions in the converter, and at higher energies Si+n reactions

predominate. For En & 100 MeV, the responses for the Fast and Albedo sensor are almost

equal, as here only reactions in Silicon are important, and the threshold settings for the two

sensors are the same.5

The response functions in �gure 4.19 shown for Delta D1 and Delta G1 are very similar,

since of course these correspond to the same threshold settings in two equal sensors (see

description on page 35). Their response starts at neutron energies around En = 10 . . . 100 keV

5In fact, the Albedo response is even slightly higher because for that sensor, less material (converter etc.) is
in front of the sensor.
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4. Simulation of the neutron dosemeter

Figure 4.20.: Response functions of the Fast, Albedo and Delta sensors, obtained without
phantom and two di�erent physics models above En = 20 MeV. The solid lines
corresponds to the Binary model, the dotted lines to the Bertini one.

only, since below the kinetic energy of the produced tritium ions in the 6Li (n, α) 3H reaction

does not exceed the threshold value Ethresh = 2.8 MeV, which can be seen from equation

(3.8) and the �gure on page 37. At about En ≈ 250 keV, a peak in the response like for

the Albedo sensor is observed, because the excess in the cross section for the above reaction

applies here as well. For increasing neutron energies, more and more events result in counts

due to the increasing kinetic energy of the reaction products, yielding a rising response. For

high energies, scattering in the converter and also direct reactions in Silicon play the main

role; thus, one can see that for neutron energies higher than En & 100 MeV, the progress for

the Delta D and Delta G sensors is the same as for Fast and Albedo. The total response of the

Deltas is however lower, which is of course due to the higher threshold leading to less counts.

For the second threshold setting of the Deltas, corresponding to Delta D2 and G2, the

responses follow the ones of Delta D1 and G1; the overall level is lower because of the increased

threshold. The main di�erence is that they start to create counts at around En ≈ 1 MeV only,

since below no signals with Ecoll > Ethresh = 3500 keV can be created.

As indicated in table 4.1 on page 67, for the simulations without the phantom included

in the geometry, not only the Geant4 Binary cascade model ([79]) was used, but also the

Bertini model ([80, 81, 79]),yielding di�erent cross sections above 20 MeV. A comparison in

terms of the calculated response of the Fast, Albedo and Delta D sensor (The situation for

Delta G is quite the same.) is shown in �gure 4.20. One can see that up to En = 1 GeV,
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4.2. Calculation of response functions

only small di�erences occur. The highest disagreement is observed for the Albedo sensor in

the energy range En = 100 . . . 500 MeV. In general, the outcome using the Bertini model is

lower in almost all cases. Special attention has to be paid to the transition from cross section

based calculations at energies below En = 20 MeV with the HP model to intra-nuclear cascade

model calculations above that value. The response functions for the Delta sensors in �gure

4.20 already show that with the Bertini model, the transition is not as smooth as with Binary.

This, along with the need for a high response in order to accurately reproduce measured data

at high energies, lead to a decision in favor of the Binary model for the simulations with the

phantom included.

According to current understanding, the choice of the appropriate model for a given problem

is up to the user anyway, since in most cases no model �ts best to measured data ([5, 41, 18]).

Response with phantom

The responses calculated from the simulations with phantom presented in the table on page 67

are shown in �gure 4.21 for the six virtual sensors of the HMGU dosemeter. As expected, the

only important di�erence can be seen for the Albedo sensor, because the others are not a�ected

by backscattered neutrons much, as described in section 4.1. Below an incident neutron energy

of about En ≈ 10 MeV, these neutrons play a dominant role and enhance the response of the

Albedo sensor considerably. From En ≈ 1 eV to around En ≈ 350 keV, the response is almost

uniformly at a high value of R > 2000 · 10−6 cm2. The decline with higher energies in that

region as well as the excess around 250 keV observed in the simulations without phantom is

no longer visible here. This is of course due to the huge amount of scattering that occurs

in the phantom; i.e., the neutrons entering the phantom with a incident energy of En do

no longer enter the sensor with about that energy, so characteristics like the peak in �gure

4.19 above vanish. Neutrons with relatively high energy, i.e. En ≥ 100 eV, are scattered down

to thermal energies before they reach the sensor, and so the response in this energy region

is greatly enhanced. For low neutron energies however, the range in the phantom is smaller

as well, which a�ects the number of particles reaching the sensor. Thus, the response for

En = 1 . . . 100 eV is not enhanced as greatly as for En > 100 eV.

Neutrons with thermal energy, En = 25 meV, do only seldom enter the sensor directly

because of the Cadmium shielding with its high absorption cross section to low-energetic

neutrons, displayed in �gure 3.8. Here, however, the neutrons scattered in the phantom can

reach the converter through the hole at the back side (see pages 33 and 39); the response at

that incident energy thus bene�ts much from the presence of a phantom a lot.

At several hundreds of keV, the response of the Albedo begins to decrease as in �gure

4.19; this is because here, the neutrons leaving the phantom after scattering have higher

energies, resulting of course in a lower cross section of the conversion reaction (3.7) and

thus fewer counts. The lowest response is found at around En ≈ 4 MeV with a values of

R ≈ 650 · 10−6 cm2.

Just as without phantom, at higher neutron energies scattering in the converter and direct
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4. Simulation of the neutron dosemeter

Figure 4.21.: Response functions for the sensors of the dosemeter (Deltas divided in two)
obtained with phantom and the Binary cascade model (but without thermal
scattering). The points where the response was evaluated are indicated by the
error bars; in between, a linear interpolation (on a logarithmic scale) was applied.

reactions in Silicon become more and more important; at En ≥ 100 MeV, these direct Si+ n

interactions are dominant, and thus the responses for the Fast and Albedo sensor are almost

equal again.

As outlined in table 4.1, responses have been calculated from the pulse height spectra

obtained with activated thermal scattering (TS) physics in the phantom as well. The corre-

sponding spectra have been described in the discussion of the Albedo sensor already; here,

mainly the in�uence on the response is of interest. It has been shown thoroughly that the

Albedo sensor is the only one on whose count number and hence its response the phantom has

a signi�cant in�uence. Since the TS cross sections were applied for the material the phantom

consists of, that is, plexiglass (which is a rough approximation only; see supplement A.2), only

a di�erence in that response can be expected.

Figure 4.22 shows again the response functions of the Albedo sensor at various incident

neutron energies, acquired both with and without phantom. The outcome calculated with

the S (α, β) matrix is displayed, too, that is the response found at the four neutron energies

En = 25 meV, En = 1 eV, En = 10 keV and En = 10 MeV. The TS cross sections apply for the

interactions of neutrons below 4 eV ([76, 77]); it was thus expected that the response at the two

higher incident energies is not altered very much. Instead, the outcome of the analysis indicates

that the discrepancy between calculations with and without TS enabled is highest at around
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4.2. Calculation of response functions

Figure 4.22.: Response functions for the Albedo, obtained without phantom (green), with
phantom and the the standard high precision neutron package (red) and with
thermal scattering (blue). The energies where the response was evaluated are
indicated by error bars or points; in between, a linear interpolation (on a loga-
rithmic scale) was applied.

En = 10 keV, in accordance with the pulse height spectra on page 64. This is understandable,

since in that energy region, the in�uence of the phantom is highest. Neutrons entering it with

En = 10 keV are scattered down to thermal energies very e�ectively according to the HP

physics; that behavior is obviously slightly altered with thermal scattering. For En = 1 eV,

the phantom in�uence in contrast is small; thus, also the TS cross sections change not much

on the calculated response. The same is true for En = 10 MeV. Here, neutrons undergo most

of the scattering steps in an energy range where the TS physics is not applicable anyway.

At En = 25 meV, the in�uence of the phantom is huge; nevertheless, the change in cross sec-

tions caused by the TS model is also unimportant here. This is because the great discrepancy

in response between the simulation with phantom and the one without in �gure 4.22 is merely

caused by the presence of the scattered neutrons at all; the composition of the phantom, and

thus also the application of the S (α, β) matrix, plays a relatively small role in comparison.

Moreover, only very few scattering steps occur in this situation due to the low range of ther-

mal neutrons in the phantom; thus, small deviations in the cross section of each scattering

event do not accumulate as much as for example with En = 10 keV. The third reason for

the little in�uence of the TS model at thermal energies however is that with En = 25 meV,

the neutrons incident on the phantom are in thermal equilibrium with the latter. In inelas-

tic scattering processes, the energy gain and loss of the neutrons are roughly balanced then.
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4. Simulation of the neutron dosemeter

Considering that the S (α, β) matrix is designed to describe such processes (which e.g. involve

molecular vibrations etc.), it is clear that here its overall impact is marginal.

The similarity observed in the calculation both with and without thermal scattering puts

forward that for a qualitative, and over a wide energy range also quantitative, discussion of

the dosemeter´s response this augmented physics is not needed. Basic features as well as the

most important characteristics of all sensors, including the Albedo one, can be investigated in

Monte Carlo simulations applying the procedure described in A.2 without the S (α, β) matrix.

Given that the application of polyethylene cross sections to plexiglass is a rough approximation

only as well, which needs not even be better than the one provided by just using the High

Precision neutron package down to thermal energies, spending additional computation time

on the energy points not yet considered in �gure 4.22 can be regarded unnecessary.
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5. Experimental validation and

investigation

Besides the simulations of the HMGU dosemeter described exhaustively in chapter 4, in this

work several measurement campaigns with the dosemeter prototypes (�gures on page 14)

were conducted. On the one hand, these measurements served for the acquisition of data that

could then be compared to the simulations described above; in order to do that, the calculated

response for a spectrum yielded by equation (A.7) is compared to the measured response,

which is given by the number of counts registered and the �uence of neutrons, according to

(A.5). As mentioned in the introduction of chapter 4, the comparison of measured results

obtained with a neutron energy spectrum to the simulated responses serves as a veri�cation

of those simulations, which is necessary if one wants to rely on the data produced by the

same simulations that is not accessible via measurement. For the three di�erent neutron �elds

presented in this chapter, the comparison with simulation is described in section 5.4.

All experiments in this work were done with the new generation dosemeter prototypes

described in [25]. The output was thus just the number of counts acquired in each sensor

Fast, Albedo, Delta D1, G1, D2 and G2 over the measurement time. Although with this

con�guration no pulse height spectra could be acquired for the single sensors (unless the

method in [25] was applied), the comparison with simulations in terms of response as done

here is adequate for a thorough veri�cation.

On the other hand, all of the measurements conducted and explained in this thesis served

a special purpose. The three experimental setups were at least partly dedicated to the in-

vestigation of interesting properties of the dosemeter. The experiment at the Helmholtz-

Zentrum Berlin (HZB) was designed to test the linearity of the dosemeters in a pulsed

neutron �eld. Measurements with the Americium-Beryllium (AmBe) neutron source of the

HMGU were conducted in order to check the results given in [25] and to investigate the in-

�uence of a di�erent experimental setup on the sensor readings. And, in the experiment done

at the Zugspitze mountain, it was possible to get an impression of the dosemeters´ response

to cosmic radiation, including also other particles beside neutrons.

5.1. Dosemeter test in pulsed �elds

The problem of pile-ups in electronic dosemeters which work in pulse-counting mode was

shortly described in section 3.1 already. For most devices, including REM counters, these
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5. Experimental validation and investigation

pile-up events reduce the response to radiation in �elds with a very high �uence rate ([16, 17,

18, 19, 11]). This issue is especially important when dealing with pulsed radiation �elds, that

is with �elds in which the total �uence is concentrated in short time intervals with very high

�uence rate and relatively long time gaps in between, when the �uence rate can be considered

zero. Such a time interval with high �uence rate is denoted as a burst. Pulsed radiation �elds

can for example be present during the operation of medical or scienti�c accelerators. It is thus

very important to characterize the behavior of the HMGU dosemeters at pulsed radiation and

high �uence rate, since this is one of the intended �elds of application for those devices.

In the frame of the EURADOS working group 11,1 an experiment at the Helmholtz-

Zentrum Berlin für Materialien und Energie (HZB) was organized, which was de-

signed as an intercomparison of the behavior of both ambient and personal dosemeters in a

pulsed neutron �eld of high energy. The whole experiment as well as the results are described

in detail in [18]. For this thesis, only the performance of the HMGU dosemeter is of interest.

Thus, for all sensors of this dosemeter, both the response and the linearity between the count

rate and the �uence rate is investigated.

5.1.1. Experimental setup at the Helmholtz-Zentrum Berlin

The neutron �eld that was used in the measurement campaign at the HZB was produced by

a proton accelerator, which is actually employed in hadron radiotherapy of eye cancers ([82]).

The protons in the emitted beam had an energy of Ep ≈ 68 MeV. They hit a tungsten target

included in a holding geometry, which is shown in �gure 5.1. The diameter as well as the

thickness of the tungsten target itself were 20 mm; it was fastened by a copper holder, which

had been plugged in a polyethylene cylinder. The holder was situated in a Aluminum vessel

which was mounted on the beam tube coming from the accelerator.

By (p, n) reactions in the tungsten target, the incident protons produced a neutron �eld

with non mono-energetic energy distribution, but a maximal kinetic energy of the neutrons of

En ≈ Ep ≈ 68 MeV. The dosemeters that were irradiated with that �eld were attached to a

plexiglass phantom as can be seen in �gure 5.2. Four devices were taken for the measurements,

with the prototype numbers 106, 108, 102 and 114. Those four dosemeters show only negligible

di�erences in response at high energies ([25]). In the analysis of the experiment, thus, not the

number of the device but the position on the phantom surface is of interest. These positions

are numbered HMGU 1 to 4; �gure 5.2 is labeled accordingly. The phantom was placed in a

distance d = 50 cm from the target with help of a laser.

As already mentioned, the predominant aim of this experiment was to determine the behav-

ior in pulsed �elds; the primary proton beam was thus of course also pulsed with a repetition

frequency of the bursts of f = 100 Hz. The pulsed characteristics of the beam was achieved

by a de�ection technique described in more detail in [18]. The available burst durations were

tB = 1µs and tB = 10µs. By varying the burst current IB (i.e., the proton �uence rate) and

1http://eurados.org/en
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5.1. Dosemeter test in pulsed �elds

Figure 5.1.: Schematic drawing of the target holder used in the HZB experiment (from [18])

Figure 5.2.: Photo of the HMGU dosemeters attached to a plexiglass phantom at the experi-
mental location. The positions one to four are indicated with labels corresponding
to the ones in [18]
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5. Experimental validation and investigation

Setting tB [µs] IB [nA] Φ̇n

[
cm−2s−1

]
tm [s]

1 1 4.741 20.13 900± 5

3 1 30.266 128.49 1080± 5

5 1 121.575 516.12 600± 5

7 1 476.501 2022.88 360± 5

8 1 710.348 3015.63 360± 5

9 1 1004.657 4265.05 360± 5

12 10 1037.999 44065.96 360± 5

Table 5.1.: Beam settings, i.e. burst duration tB, burst current IB, neutron �uence rate Φ̇n

at the phantom position, and irradiation times tm ± ∆tm used for the HMGU
dosemeters at the HZB experiment. The bust duration was �xed, the burst current
was taken from a log-�le. The neutron �uence rate was calculated according to
section 5.1.2.

tB, it was possible to achieve di�erent �uence rates of neutrons and thus di�erent dose rates.

Distinct combinations of those two parameters were available for measurement in so-called

beam settings; the measurement duration at each beam setting was up to the experimentalist.

For the irradiation of the HMGU dosemeters, seven out of twelve beams settings were used,

which are given in table 5.1 along with the applied irradiation times; the uncertainty in the

latter is an estimated value.

During measurement, the proton current was constantly monitored with a Faraday cup and

the obtained values were stored in a log-�le. The burst current IB in table 5.1 is the mean of

the values in this log-�le, corresponding to the appropriate beam setting. The neutron �uence

rate Φ̇n also shown in the table was derived from a Monte Carlo simulation, which is described

in the next section.

5.1.2. Simulation of the experiment

For the discussion of the linearity Ṅc
?∝ Φ̇n ∝ Ḣ? (10) as done in [18], only the calibration

factor dH?(10)
dQp

, i.e. the dose per amount of proton charge is required. For a thorough analysis

however, as well as for a comparison of the acquired response with simulation results, more

information on the neutron �eld is necessary. Thus, it was decided to simulate the experiment

with Monte Carlo methods, that is with Geant4.

With the simulation, both the neutron �uence distribution on the phantom surface and the

energy spectrum of the neutrons were investigated. In order to do that, the geometry depicted

on the preceding page was implemented as far as it was considered necessary in an appropriate

C++ class. That is, the tungsten target, the target holders made of copper and polyethylene

and the tube containing the setup were modeled; a visualization of this implementation is

given in �gure 5.3. As a scorer, a new class was constructed, reading out both position and

kinetic energy of neutrons passing a 30 × 30 cm2 layer which was positioned 50 cm from the

target, just like the phantom in the experiment. These values were written to a table in the

MySQL database (just as depicted on page 139).
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5.1. Dosemeter test in pulsed �elds

Figure 5.3.: View of the geometry used for the simulation of the HZB experiment, created
with the Geant4 OpenGL renderer ([27])

The choice of the appropriate physics list for this simulation is not an easy task. Unlike for

neutrons, the interactions of protons (in this case with tungsten) are governed by the intra-

nuclear cascade models, as well as the attached evaporation model, see [79], completely, that

is down to very low energies. Although the HP package was employed in order to correctly

simulate the interactions of the secondary neutrons with the material surrounding the target,

the main di�erences in the simulation results are expected to stem from the choice between

Bertini and Binary INC model. Thus, two separate applications were created, containing both

variations of the physics list outlined on page 141, i.e. both of the models were tried.

The remaining implementation of the Geant4 applications followed the principles also

applied in the case of the dosemeter simulations. That is, also user interface commands,

visualization, parallelization and a Monitor class were added. For a detailed description of

these classes, see supplement 3.3.

The simulations were run on four (virtual) CPU nodes on a local computer. For the simu-

lation with the Bertini model, 300 · 106 primary protons were used; the one with the Binary

model was run with 100 · 106 protons. Using Root, the data was retrieved from the MySQL

table and analyzed with a dedicated script.

The result given in �gure 5.4, which can also be found in [18], shows the simulated spatial

�uence distribution on the phantom surface. This outcome was acquired with the Bertini

model. One can see that in the center of the area, a �uence exceeding dΦn
dNp
≈ 6.8 cm−2 per

proton can be achieved. To the edges, this value decreases slightly to around dΦn
dNp
≈ 5.2 cm−2

per proton. This distribution is of course dominated by the di�erent distances to the phantom;

at the edges, this distance is higher, so the solid angle corresponding to a unit area is lower.

Moreover, the emission of neutrons in the (p, n) reactions with tungsten in forward direction
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5. Experimental validation and investigation

Figure 5.4.: Spatial neutron �uence distribution per incident proton at the HZB experiment
on the 30× 30 cm2 phantom surface in a distance d = 50 cm from the target. The
positions of the four dosemeters during measurement (see �gure 5.2) are labeled.

Figure 5.5.: Di�erential cross sections
d2σp,n
dEndΩ for the emission of neutrons in the (p, n) reaction

on the tungsten isotope 184W , for a incident proton energy of E ≡ Ep = 68 MeV.
µ denotes the cosine of the emission angle.
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5.1. Dosemeter test in pulsed �elds

Figure 5.6.: Neutron energy spectra (lethargy representation) in the central circular area of
�gure 5.4 calculated with both Binary and Bertini INC model and scaled with
the number of incident protons on the target.

is slightly preferred over the emission in other directions. This can be estimated from the

di�erential cross section shown in �gure on the preceding page at the example of 184W , which

is the main tungsten isotope with an abundance of around 30.67 %. As shown there, the

emission of the created neutron at an angle arccos (µ = 1) = 0° is the likeliest case. Although

the emission angle corresponding to the very edge of the phantom surface is around 23°

only, i.e. µ ≈ cos (23°) ≈ 0.92, this e�ect along with the variation in distance explains the

distribution of �uence in 5.4.

Within a circular area of radius r = 5 cm, the �uence can be considered almost constant.

The seemingly lower values at the HMGU 4 position in the picture must be regarded a

statistical e�ect. By integration, the mean �uence in the central circle with r = 5 cm is found

to be dΦn
dNp

= 6.802 cm−2 per incident proton. The corresponding value calculated with the

Binary model is dΦn
dNp

= 5.956 cm−2, as with this physics list, the overall �uence is slightly

lower. The shape of the spatial �uence distribution however looks exactly the same as shown

for the Bertini model in �gure 5.4 and is therefore not displayed separately. The total �uence

rates in the central area tabulated in table 4.1 on page 67 were obtained by multiplying the

number of protons per second (given by the burst current IB, the burst duration tB and the

burst repetition rate f = 100 Hz) with the �uence per proton, i.e.

Φ̇n =
dΦn

dt
=

dNp

dt
· dΦn

dNp
= f · IB · tB

e
· dΦn

dNp
(5.1)

For that, the value dΦn
dNp

= 6.802 cm−2 calculated with the Bertini model was used.
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Method dH?(10)
dQp

dHp(10)
dQp

Bertini 14.67 nSv/pC 15.06 nSv/pC

Binary 12.87 nSv/pC 13.31 nSv/pC

PHITS 17.1 nSv/pC 17.5 nSv/pC

Experimental 15.4± 1 nSv/pC �

Table 5.2.: Ambient and personal dose equivalent per proton charge obtained by Monte Carlo
simulation and measurement for the HZB experiment. Value obtained with the
PHITS code ([83]) and experimental value ([84]) taken from [18].

Results for the energy distributions also scored in the simulation of the experiment and

analyzed with the same Root script are shown in �gure 5.6. These distributions are given in

lethargy representation, that is the energy bins are equidistant on a logarithmic scale and each

bin content is scaled with its mean energy. Thus, a certain area under the graph corresponds

directly to the �uence portion in that area, if the energy axis is drawn logarithmically. This

representation gives more details on the energy spectrum if the energy range to be drawn is

very wide and reveals characteristics that would not be noticeable in a representation with

linear energy but logarithmic �uence axis.

Such a characteristic is for example the peak at high neutron energies in the spectrum

calculated with the Bertini model, which is shown in �gure 5.6. The energy spectra depicted

there correspond to the central circular area on the phantom, as shown on page 80. One can

see that with the Binary model, the �uence at high neutron energies is much lower, as well

as the overall �uence. The Evaporation Peak around En ≈ 1 MeV is however higher with

this model.2 The two spectra were multiplied with the hp and h
? �uence-to-dose conversion

factors and integrated according to equation (2.5). This yielded values both for the ambient

and personal dose equivalent at the dosemeters´ position per incident proton on the target.

In table 5.2, the calculated values
dHp(10)

dQp
and dH?(10)

dQp
for both INC models are given. As a

comparison, also some of the results presented in [18] are shown. One can see that for the

ambient dose, the value simulated with the Bertini model �ts very well to the measured one

gained with the LUPIN ([84]) device. Moreover, the spectrum created with that model shows

similar characteristics than the one calculated with the PHITS code ([83]), as in the latter

also a peak at high neutron energies is observed.3 Therefore, for the analysis in 5.1.3 as well

as for the comparison with the dosemeter simulation on page 107, the results calculated with

the Bertini model were chosen.

When looking at the spatial neutron �uence distribution on page 80, it can be questioned

whether �uence rate and energy spectrum can be regarded the same at all the positions of the

sensors in the four HMGU dosemeters attached to the phantom. In �gure 5.7, the spectra are

shown for the three di�erent positions within the dosemeter head; they were averaged among

the four dosemeters in order to gain a better statistics. Since the spatial distribution is radially

2For a description of the origin of that peak, see e.g. [28]
3M. Luszik-Bhadra (PTB), private communication
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5.1. Dosemeter test in pulsed �elds

(a) Positions of the sensors labeled A, B and C in 5.7b below, with respect to
the phantom center for HMGU 1.

(b) Mean neutron energy spectra (lethargy representation) at the positions of the sensors
in the HMGU dosemeter, calculated with the Bertini model and scaled with the number
of incident protons on the target.

Figure 5.7.: Positions of the sensors in the HZB experiment and corresponding neutron energy
spectra
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symmetric, this procedure is valid. The positions A, B and C in the �gure denote the three

di�erent placements a sensor can have with respect to the beam center. As an illustration of

that, in 5.7a the three sensor positions are shown at the example of the HMGU 1 dosemeter

position indicated on page 77. In that case, A corresponds to the Fast sensor, B to Delta D

and C to Albedo and Delta G. For the dosemeters at HMGU 2, 3 and 4, the situation is of

course di�erent, but the corresponding distances of A, B, and C to the phantom center are

equal.

When comparing the spectra given in �gure 5.7b, it becomes obvious that the distributions

can be considered equivalent at the three sensor positions. Also the totally enclosed area, i.e.

the neutron �uence per incident proton, is almost the same among the spectra. This result

means as well that no attention has to be paid to imaginable misalignments of the beam

center in the order of several millimeters and that the same �uence and dose rate per beam

setting can be ascribed to each sensor and each dosemeter in this measurement.

5.1.3. Results and discussion

Unlike in [18], not only the behavior of the dose readingHm of the HMGU dosemeters in pulsed

neutron �elds was analyzed in the present work, but the linearity of each individual sensor.

Here, the relationship between the count rate Ṅc and the mean �uence rate Φ̇n of neutrons

in the various �elds is investigated. In an ideal case, these quantities are proportional, i.e.

Ṅc
!
≈ R · Φ̇n (5.2)

with the proportionality constant R being the response of the sensor in question (see page 146).

Φ̇n is thereby given by the beam setting parameters and the simulated spectrum according

to equation (5.1).

The graphs in �gures 5.8, 5.9 and 5.10 show the relationship between Ṅc and Φ̇n for all

sensors for the dosemeter. The linearity of equation (5.2) is analyzed independently for each

position of the dosemeter on the phantom, as indicated on page 80. Additionally, the expected

behavior of the count rate with respect to the �uence rate is given, which was obtained by

multiplying the energy spectrum shown in �gure on page 81 (acquired with the Bertini model)

with the appropriate response function from the dosemeter simulations according to equation

(A.7). The result is a purely theoretical response value, which is multiplied with the �uence

rates calculated according to (5.1) - and thus also based on the simulated spectrum - to yield

count rates that can be compared with the measured ones.

In most cases, the measured relationship Ṅc ∝ Φ̇n follows the calculated one quite closely.

Especially noticeable is the outcome for the Albedo sensor in �gure 5.8b; here, the linear

dependency is obvious, and the discrepancies between the four positions are of minor impor-

tance. The situation is di�erent for the Fast sensor as shown in �gure 5.8a. In that case the

dosemeter in position three, i.e. HMGU 3, displays a considerable excess in count rate at most

measured �uence rates. During the measurement campaign, that observation was investigated
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(b) Albedo sensor

Figure 5.8.: Measured count rates Ṅc of the Fast and Albedo sensor of the HMGU dosemeters
at four positions on the phantom versus neutron �uence rate Φ̇n in the HZB
experiment.
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(a) Delta D1 sensor
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(b) Delta D2 sensor

Figure 5.9.: Measured count rates Ṅc of the Delta D sensors of the HMGU dosemeters at four
positions on the phantom versus neutron �uence rate Φ̇n in the HZB experiment.
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(a) Delta G1 sensor
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(b) Delta G2 sensor

Figure 5.10.: Measured count rates Ṅc of the Delta G sensors of the HMGU dosemeters at four
positions on the phantom versus neutron �uence rate Φ̇n in the HZB experiment.
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Figure 5.11.: Simulated pulse height spectrum cased by 4.5 MeV photons incident on the Fast
sensor, created with 100 · 106 incident gamma particles. The spectra for the
others sensors look similar.

more closely, since a malfunction of one of the dosemeters was anticipated. The phantom was

thus rotated by 180°, so that the devices on position one and position three were swapped.

Then however, still the prototype on position three showed a count rate excess in its Fast sen-

sor. A technical fault in the dosemeter, e.g. in the electronics, is therefore considered unlikely,

also taking into account that the same prototypes worked reliably in other measurements, e.g.

with the AmBe source as presented on page 91. A dependency of the observed e�ect on the

�uence rate is not visible in the �gure as well, since the excess is less de�nite at the highest

rate. It must be noted however that this beam setting, i.e. setting twelve, di�ers from the

others in the burst duration tB (see the table on page 78).

All in all, the reason for the behavior of the Fast count rate at position three must be

ascribed to the characteristics of the experimental setup. These are probably not realized

completely in the simpli�ed simulation as presented in section 5.1.2. The latter can however

be adapted to investigate the in�uence of the non-neutron radiation �eld produced by the

accelerator. In the experiment, mainly the photon �eld is of importance, which has been

analyzed in [18] by means of Monte Carlo simulations as well. In order to eliminate the idea of

a possible in�uence of that radiation �eld, the simulations presented in this work were altered

to score photons instead of neutrons. The resulting energy distribution, which needs not be

shown here, is characterized by a broad peak around Eγ ≈ 1 MeV, with the highest photon

energies around Eγ ≈ 4 . . . 5 MeV. For a test, gamma particles with a energy of Eγ = 4.5 MeV
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were used instead of neutrons as incident particles in a dosemeter simulation as described in

chapter 4. By that, the pulse height spectrum in the Fast sensor created by photons could be

acquired; it is shown in �gure 5.11. It is obvious that for low photon �uence rates, the signals

caused by incident gammas are well discriminated by the threshold setting Ethresh = 1000 keV,

as already discussed in section 3.1. In [59] it has been demonstrated experimentally however

that at high �uence rates pile-ups can cause signals above the threshold value and thus lead

to the registration of additional counts. If this is the reason for the excess of the Fast count

rate however is questionable, since such a e�ect can hardly be attributed to a speci�c position

on the phantom, nor it would a�ect the Fast sensor only.

In accordance with [18], the excess at position three, as shown in �gure 5.8a, must thus

remain unexplained here. Further experimental research has to be conducted by the HZB

in order to clarify that issue. Unlike in the citation, for the discussion of linearity and dose

HMGU 3 is not considered in this thesis.

Figures 5.9 and 5.10 show the measured relationship between count and �uence rate for the

two Delta D and Delta G sensors, respectively. A very good agreement with the expected be-

havior, which was again estimated from the simulation results given in 5.1.2, can be attributed

for most beam settings except setting twelve, i.e. the one with the highest �uence rate. Even

at other positions than HMGU 3, the count rates are signi�cantly higher than expected at

that point, which seems contradictory to the characteristics of the ambient dose meters tested

in the same study ([18]), which show a lowered response at very high dose or �uence rates in

most cases. Nevertheless, the increase in response of the Delta sensors is caused by pile-ups,

too. In their case, signals with Ecoll < Ethresh, which would not create counts on their own,

are combined to signals with Ecoll > Ethresh. Thus, additional counts from events below the

corresponding threshold are registered in each sensor. Because of the longer shaping time, the

Delta sensors are more sensitive to this e�ect than the Fast and Albedo sensors. The break

of linearity observed for Delta D and Delta G in �gures 5.9 and 5.10 is however not so severe

that this experiment can be accounted a proof of a malfunction of the HMGU dosemeters at

�uence rates above Φ̇n ≈ 40 · 103 cm−2s−1. Instead, the incidence of pile-ups depends very

much on the time structure of the neutron �eld and also on the energy of the neutrons.4

Further measurements in pulsed �elds have to be conducted for the determination for the

limiting parameters on the functionality of the dosemeter prototypes.

In [18], a very good linearity between the the measured dose rate Ḣm and the reference dose

rate Ḣ? (10), which scales with the �uence rate of course, is found for all dosemeters including

the HMGU devices. This is due to the fact that the slight increase in the response of the Delta

sensors observed on pages 86 and 87 can not be discussed in terms of dose. With the energy

distributions given in �gure 5.6, the sum of the responses in the �rst channel, i.e. RD1 +RG2,

is less than c = 2.2 times higher than RD2 + RG2. Since with a �xed �uence the response

4The energy determines the response of the sensor in question, which according to (A.5) can be considered
the probability for counting an incident neutron. The higher the response in a speci�c energy collection
range, the higher is thus the probability for measuring two events at the same time with signal heights in
that range.
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Figure 5.12.: Ratio of measured dose Hm and calculated reference dose Href for the nine
tested beam settings and four dosemeter positions at the HZB experiment.

scales with the number of counts given by each sensor, the number of intermediate counts

would be less than zero according to equation (3.10). The Delta sensors are thus switched o�

and are not considered in the dose assessment (3.11) at all. This behavior is triggered by the

high-energetic neutrons in the HZB �eld, which bring forth a relatively high response of Delta

D2 and G2 in comparison to D1 and G1. As given in �gure 6.1a on page 115 below, the overall

response of the HMGU dosemeters is very low around En ≈ 1 MeV in situations where the

Delta sensors are switched o�. With the HZB energy spectrum from page 81, where most of

the �uence is concentrated in the evaporation peak at neutron energies just about 1 MeV, a

considerable underestimation of the dose is expected.

For the various beam settings the prototypes were tested with (see table 5.1) and the four

dosemeter position (�gure 5.2), the dose readings Hm divided by the reference doses Href

are depicted in �gure 5.12. That reference dose was acquired with the value for
dHp(10)

dQp
given

in table 5.2 and the appropriate proton currents for the individual beam settings. The error

of the measured dose was calculated from the statistical uncertainties in the count values F1

and A1; for the uncertainty in the ratio, also ∆tm = 5 s was included as a systematical error.

In the �gure, one can clearly see the excess in the response of the Fast sensor at position

three, which is most signi�cant at beam setting nine. The Fast sensor has a very high in�uence

on the complete dose reading here due to the relatively high mean energy of the neutron

spectrum, as shown on page 81. At position HMGU 3, its share in the complete dose reading,
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Sensor Fast Albedo Delta D1 Delta D2 Delta G1 Delta G2

R
[
10−6 cm2

]
1107.6 1528.4 116.0 61.1 113.6 58.0

∆R
[
10−6 cm2

]
48.1 63.5 8.9 6.0 8.7 5.6

Table 5.3.: Mean values and uncertainties of the response R of the dosemeters´ sensors at
positions two and four in beam settings three to nine at the HZB experiment

i.e. k1·F1
Hm , is around 88 %; in the other positions, the ratio is about 84 %. The behavior of Hm is

thus essentially characterized by the response of the Fast sensor, RF1. This works well for the

positions di�erent than HMGU 3, where the ratio of measured and reference dose is relatively

uniform. On pages 85 to 87 above it can however be observed that at position one, i.e. HMGU

1, the response is always slightly lower than at HMGU 2 and 4. This is also visible in the

dose, as indicated in �gure 5.12, and must be attributed to the same unknown anisotropy in

the experimental setup which also lead to the excess of the Fast count rate. For the remaining

two positions, the mean ratio between measured and calculated dose is Hm

Href = (62.6± 2.6) %.

For the averaging, beam setting twelve (with the highest reference dose rate) was not taken

into account, since there pile-ups cannot be completely excluded.

According to equation (5.2), the responses of the several sensors were calculated from the

measurement results as well. For that, again only HMGU 2 and 4 were considered; additionally,

beam settings one and twelve were excluded from the averaging, because of pile-ups with the

high �uence rate and insu�cient statistics with the lowest. The resulting values of R are given

in table 5.3. Obviously, the response of the Albedo sensor is still higher than the one of the

Fast, in spite of the high neutron energies at that experiment. The low in�uence of the Albedo

on the dose reading Hm is due to the low calibration factor k2, as given on page 41.

In section 5.4 on page 107, a comparison of the measured response values, as presented

here, with the ones calculated from the Monte Carlo simulations in chapter 4 is done, along

with the results of the other measurements conducted in the frame of this work.

5.2. Measurements with the AmBe source of the HMGU

The Americium-Beryllium (AmBe) source is a wildly used kind of neutron source, whose

�eld is often utilized for the calibration of and measurement with both ambient and personal

neutron dosemeters ([85]). The Helmholtz-Zentrum München is equipped with such an

AmBe source, which has been used for the irradiation of REM counters ([86]), Bonner Spheres

([73, 87, 4], see also section 5.3) and of course the HMGU dosemeter prototypes ([25, 23, 21])

for several years now. The measured pulse height spectrum for a comparison with the Fast

sensor on page 46 has been acquired with the AmBe source, as well as some of the factors

given in table 3.3 for the calculation of the measured dose Hm from the number of counts in

the di�erent sensors. It plays a great role in the determination of the thresholds settings for

the sensors, too, as described e.g. in section 3.3.2 and [25].

The energy spectrum of the AmBe source is well-known and can be found for example
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Figure 5.13.: Photograph of the neutron laboratory of the HMGU. The measurement position
is on the table near the center of the hall.

in [72, 73, 25]. It is depicted in �gure 4.2 on page 45. The corresponding �uence-to-dose

conversion factor hAmBep = 411 pSv · cm2 can of course be calculated by applying equation

(2.5), but due to its practical importance it is also tabulated in [85, 46, 47].

For an estimation of �uence and dose rates of the HMGU AmBe source depending on the

date and distance to the source, the program MOSES has been implemented in Excel in the

frame of [73]. This program was used in the present work as well to yield the desired quantities

for the various measurements. When calculating uncertainties, the outputs of MOSES were

considered to contain no systematical error.

5.2.1. Experimental setup

In this work, measurements in two di�erent experimental setups containing the AmBe source

were conducted. The �rst one stands for the measurement on a wheel, where ten dosemeter

prototypes could be irradiated at the same time. Such kinds of measurements were already

done in [25]. The second setup was the irradiation of dosemeter devices on a standard 30 ×
30× 15 cm3 plexiglass phantom.

All measurements with the AmBe source were carried out in the neutron laboratory of

the HMGU. This building is dedicated to experiments with neutrons, since walls and huge

amounts of materials are several meters away from the measurement position; for that, also

the hall´s �oor is excavated. The amount of unwanted scattered radiation can thus be reduced

signi�cantly. A photo of the HMGU neutron hall is shown in �gure 5.13; for a schematic, see

[73].

The so-called �wheel� used for the �rst measurement campaign with the AmBe source is
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5.2. Measurements with the AmBe source of the HMGU

Figure 5.14.: Wheel for the simultaneous irradiation of ten dosemeters (from [25]). The AmBe
source is placed on the holder in the middle; the black cubes are the polyethylene
phantoms used in this setup.

depicted in 5.14. For the irradiation, ten prototypes are attached to the Aluminum holders at

the rim, whereas the neutron source is positioned on the holder in the center of the wheel. Thus,

the distance of all devices to the source is equally d = 52.3 cm±0.5 % (estimated uncertainty);

in [25], the equivalence of the ten positions has also been tested. At a distance of several

centimeters behind the dosemeters, polyethylene phantoms with dimensions 25× 10× 10 cm3

can be attached to the wheel, as shown in the �gure.

For the measurement, ten dosemeters were randomly chosen and irradiated; the total mea-

surement time was about four days, i.e. tm = 345540 ± 200 s. The uncertainty in this values

is the time interval after which the acquired values were written to the internal memory

of the dosemeters at this measurement. According to MOSES, that measurement time cor-

responds to a total �uence of Φn = 124.147 · 106 cm−2, and a personal dose equivalent of

Hp (10) = 51.024 mSv.

Since it must be doubted that the small polyethylene phantom applied for the measurement

on the wheel can be used to acquire both personal dose and response of the Albedo sensor

correctly, further measurements with the AmBe source were carried out using a 30×30×15 cm3

phantom made of plexiglass. One or two dosemeters were attached to the phantom surface,

which was positioned at a distance d = 105± 3 cm from a the AmBe source. Altogether, �ve

devices were examined in this way. Among the irradiations, the measurement duration tm,

and thus of course the total �uence and personal dose varied. Table 5.4 gives an overview of

these parameters in the experiment presented here. Since dosemeters 102, 108 and 105, 106

were irradiated together, the corresponding values are the same of course. For the uncertainty
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Prototype 102 and 108 105 and 106 113

tm [s] 63060± 300 61620± 600 497580± 600

Φn

[
cm−2

]
(5.617± 0.350) · 106 (5.489± 0.369) · 106 (44.33± 2.59) · 106

Hp (10) [mSv] 2.309± 0.144 2.256± 0.152 18.22± 1.06

Table 5.4.: Measurement times tm, total �uence Φn and personal dose equivalent Hp (10) for
the measurements on a plexiglass phantom with the AmBe source. Devices 102
and 108 as well as 105 and 106 were irradiated together.

∆Φn, both the statistical error as well as the systematical one given by

(∆Φn)syst = Φn ·
[

∆tm
tm

+ 2 · ∆d

d

]
(5.3)

were taken into account. The result was then translated to ∆Hp (10) using the �uence-to-dose

conversion factor given above and equation (2.4).

In the context of the measurements with the plexiglass phantom, it was decided also to

apply a second threshold for the Fast and Albedo sensor. In principle, this is possible just

as with the Delta sensors. Thus, from the Fast sensor, two virtual sensors F1 and F2 were

derived, with separate count values for each; the same was done for the Albedo. The counts

in the original Fast and Albedo channel with a threshold setting Ethresh = 1000 keV are not

altered by this change, and therefor also the formula for dose assessment (3.11) had not to be

augmented. The reason for the second sensor channel was merely to acquire more points for

comparison with the simulation results, as presented in section 5.4 below. The comparator

setting for the Fast F2 and Albedo A2 was channel 56; according to table 3.1 on page 28, this

roughly corresponds to Ethresh = 3500 keV.

5.2.2. Results and discussion

For the analysis of the experimental results, the response R is calculated for each dosemeter,

both for the setup on the wheel and on the phantom, since this is a quantity independent of

measurement time and distance to the source. Mean values among the devices corresponding

to one setup were calculated in the end; in order to ascribe the overall uncertainty, statistical

and systematical uncertainties of the individual outcomes were treated separately.

With the irradiation of the ten dosemeters on the wheel, mainly the results given in [25]

could be reproduced. Figure 5.15 summarizes the outcomes for the Fast and the Albedo sensor

by showing the measured responses for each tested device. The response of the Albedo sensor

is signi�cantly lower than the one of the Fast, since the neutron energy spectrum of the AmBe

source is a high-energetic one. Both sensors show a very uniform behavior, except the Fast

one in devices 107 and 104. It has been already observed in [25] that for these two dosemeters,

the response of the Fast sensor is lower; it is believed that an air bubble in the converter is

the reason for that.5

5M. Wielunski (HMGU), private communication
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Figure 5.15.: Results acquired by the irradiation of ten dosemeters on the wheel. The red and
blue points give the response of the Albedo and Fast sensors, respectively, and
map to the left axis; the green points show the ratio of the measured dose Hm

and the calculated dose Href and map to the right axis.

In the neutron �eld of the AmBe source, the counts of the Fast sensor make up around

94 % of the dose reading Hm, because of both the higher response and the higher calibration

factor, as given on page 41. In the �gure, the ratio of this dose reading and the personal dose

equivalent calculated with MOSES for the present setup, i.e. Hm

Href , is shown by the green

curve. For the devices 104 and 107, for which the number of counts from the Fast sensor is

lower, no dips in the ratio are observed. This is because in [25] the factors for dose assessment

have been altered for these two prototypes. Thus, the dose ratio shows a uniform behavior

regardless of the actual response of the Fast sensor.

The values of Hm

Href , however, are for all dosemeter lower than one. In fact, the average

value (with standard deviation among the devices) for this ratio is Hm

Href = (81.9± 0.6) %;

the underestimation of the dose is thus around 18 %. This has already been reported in [25],

too, where however a underestimation of 16 % is given. The slight di�erence comes from the

fact that in the cited work, H? (10) instead of Hp (10) has wrongly been used as a reference.

The reason for the underestimation is, just as with the measurement at the Helmholtz-

Zentrum Berlin described in section 5.1, the deactivation of the Delta sensors. Because of

the high-energetic neutrons present in the �eld of the AmBe source, the di�erence (3.10) is

less than zero, so the Deltas do not contribute to the dose assessment (3.11). According to

�gure 6.1a on page 115, this leads to a dip in the sensitivity of the whole dosemeter at around

En ≈ 1 MeV, so the contribution of the lower part of the energy spectrum in �gure 4.2 is

undervalued.
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R
[
10−6 cm2

]
Setup on wheel Setup on phantom

Fast F1 1943.5± 41.2 1996.7± 153.8

Fast F2 � 21.1± 2.3

Albedo A1 758.9± 16.4 1146.9± 89.7

Albedo A2 � 35.4± 3.9

Delta D1 68.9± 1.7 71.7± 6.7

Delta D2 32.8± 0.8 33.3± 3.4

Delta G1 74.5± 1.8 75.1± 7.0

Delta G2 35.6± 0.9 36.0± 3.7

Table 5.5.: Mean values and uncertainties of the responses R of the dosemeters´ sensors,
measured both on the wheel and with a phantom

Although Delta D and Delta G do not account for the measured dose, their count values can

be analyzed yielding a result for the response in the AmBe �eld. For all virtual sensors, the

calculated response values are given in table 5.5 as mean values among the ten dosemeters.

The outcomes for Fast and Albedo have been discussed above already. For the Delta sensors,

of course the response in D1/G1 is higher than in D2/G2. One can see however that 2.2 ·
(RD2 + RG2) is only slightly higher than RD1 + RG2. Under certain circumstances, it can

thus happen that even with the AmBe source, the Delta sensors are not deactivated, because

(3.10) remains positive. This has been a frequent source of confusion in former experiments

([25]).

For the measurements with the plexiglass phantom, mainly the responses of the various

sensors were of interest. As devices 104 and 107 were not used in this experiment any more,

no huge di�erences in between the single prototypes can be expected. Thus, only the mean

values are presented in table 5.5. The uncertainties given here are higher than for the irradi-

ation on the wheel. This is only partly due to the lower number of devices tested; the main

contribution comes from the (systematical) error ∆d. The treatment of such uncertainties

however is obligatory. Clearly, an analysis based on statistical uncertainties as in [25] is not

su�cient.

Comparing the resulting responses for the various sensors in the table, no di�erences within

the error ranges are observed, except for the Albedo sensor. This is in very good agreement

with the basic result of the dosemeter simulations described in chapter 4, as it was discovered

there that with the current threshold settings, a phantom has huge in�uence on the Albedo

only. Since the e�ective di�erences among the two experimental setups presented here were

the size, composition and alignment of the phantoms, a disagreement in the Albedo response

was expected. Of course, the measured value for RA1 is higher in the second measurement

campaign by around 51 %, since in that case the phantom dimensions were taller. According

to the spatial distribution on page 62, which gives an impression on the amount of neutrons

that are scattered in the phantom and still create counts in that sensor, it becomes clear that

a 25×10×10 cm3 polyethylene phantom as used in the wheel measurement is not appropriate,

especially if a gap of several centimeters is between the phantom surface and the dosemeter
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holder. Also, because of this gap more scattered neutron radiation from the walls, the �oor,

etc. can enter the Albedo sensor through the hole in the back side of the Cadmium housing

and thus make the experimental results more unreliable.

Nevertheless, even with the plexiglass phantom, the result concerning the measured dose

is not very much di�erent to the former measurements on the wheel. This is of course due

to the fact that the deviation from the reference dose calculated with MOSES stems from

the deactivation of the Delta sensors. Since the contribution of the Albedo is only a small

percentage of the total dose reading, its increased response with the phantom does not change

the ratio Hm

Href signi�cantly. The value here is Hm

Href = (84.0± 1.0) %, so the underestimation

is about 16 %.

The responses for the newly con�gured sensors Fast F2 and Albedo A2, both with a thresh-

old set to Ethresh = 3500 keV, are given in table 5.5, too. Of course, the actual values are

rather small, in comparison to the corresponding F1 and A1 outcomes, due to the high thresh-

old. With the high-energetic neutrons of the AmBe source, events with Ecoll > 3500 keV in

the Fast sensor mainly come from the scattering of Carbon ions and direct Si + n reactions

in the detector. For the Albedo, the contribution of the conversion reaction (3.7), i.e. the

tritium and alpha particles, is present as well, hence the higher response. Considering this, it

is not surprising that the responses for A2, D2 and G2 are almost equal; all three sensors are

equipped with the same converter and are employed with a similar threshold set to around

3500 keV. As in the simulations in chapter 4, the di�erences between the Albedo and the

Deltas is restricted to the energy range Ecoll / 2.7 MeV, i.e. to the sensors A1, D1 and G1.

5.3. Measurement of neutrons from cosmic radiation

Neutrons, as mentioned in the introduction to this thesis already, play a very important

role in secondary cosmic radiation. For the dose assessment in aircrafts, the contribution of

neutrons is essential, as they make up around 50 % of the total dose at typical �ight levels

([40, 6]). The HMGU has been investigating the neutron component of the cosmic radiation

by both simulation and measurement for many years now. The measurements are conducted

at two locations, that is on Spitsbergen and on the Zugspitze mountain; on both locations,

a so-called Bonner Sphere Spectrometer (BSS) is constantly running, by which both �uence

rate and energy spectrum of the neutrons can be determined. ([9, 10, 88]) The choice of these

places is of course governed by the need for a relatively high count rate in every measurement.

The Zugspitze, being the highest mountain in Germany, is a very well-suited location to

investigate cosmic radiation, whose �uence in general decreases with decreasing altitude. Since

Spitsbergen is situated near the North Pole, where the geomagnetic �eld strength is lower and

thus the primary cosmic radiation is less e�ectively shielded, this location is appropriate also.

The energy spectrum of the cosmic radiation neutrons is a very wide one ranging from

thermal neutrons to energies of several hundreds of MeV. Correct dose measurement in such

a �eld is a complicated task, even with sophisticated devices. In this work, eight of the HMGU
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dosemeters were positioned at the location of the BSS on the Zugspitze mountain, i.e. at the

Umweltforschungsstation Schneefernerhaus (UFS) in an altitude of around 2660 m.

There, the counts of the dosemeters´ sensors were acquired in a long-term experiment lasing

nearly three months. In that irradiation, not only the response to neutron could be measured

and compared to the simulation results, but also the in�uence of the other components of

the cosmic radiation, i.e. protons, pions, muons, electrons etc., on the performance of the

dosemeter could be estimated.

For the comparison with the simulation results, equation (A.7) is applied; that is, the

energy spectrum of the neutrons present at the measurement location is folded with the

appropriate response curve calculated in the Monte Carlo simulations in chapter 4 for each

sensor. Multiplying the resulting value with the total neutron �uence yields a number of counts

that can directly be compared to the corresponding number acquired in the measurement itself.

This procedure however requires the results obtained with the BSS during the measurement

time, i.e. �uence and energy spectrum of the neutrons, as an input.

5.3.1. Neutron spectroscopy with Bonner spheres

The principles of Bonner Sphere Spectrometers and on how such a device is utilized to acquire

the �uence and energy distribution of a given neutron �eld is covered in detail in [37, 38, 5].

Here, only a brief description on the HMGU spectrometer operated at the UFS is given.

A Bonner Sphere Spectrometer, as the name suggests, is composed of several individual

neutron-moderating spheres with gas-�lled detectors in the centers. These gas detectors are in

principle operated as proportional counters ([19, 45, 42, 73]). In order to measure neutrons, the

gas �lling is composed mainly of the helium isotope 3He with a small amount of a quenching

gas. If a neutron enters the gas-�lled detector, it can interact with the 3He according to

3He+ n→3 H + p (5.4)

Just like in the reaction with Lithium, charged particles are produced here, namely tritium
3H and a proton. Both further interact with the gas and create electron-ion-pairs, which

eventually result in a signal in the detector electronics. Reaction (5.4) has a very high cross

section of σn,p ≈ 5330 b at thermal kinetic energies ([44, 73, 5]); it is thus considered optimal

for the detection of low-energetic neutrons ([89]). The Q-value here is Q = 764 keV ([44], see

section 2.2).

The role of the spheres surrounding the detectors in a BSS is to moderate down the incident

neutrons to very low energies, so that reaction (5.4) can happen with a high probability. For

that, these spheres consist of polyethylene, i.e. (CH2)n; the high amount of Hydrogen in this

material provides a very e�ective moderation via scattering, as described on page 19. The basic

idea for using such spheres with inbuilt detectors as a spectrometer is to apply several ones with

varying diameter of the polyethylene. Since the response of a single sphere to a given neutron

�eld is greatly in�uenced by the thickness of the moderating layer, the energy spectrum and
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�uence of the �eld can be determined in an unfolding procedure taking into account the

count rates yielded by the various detectors. The HMGU BSS consists of 13 spheres made

of polyethylene as described, with diameters from 2.5 inch to 15 inch ([9, 4, 5]). One detector

�lled with the counting gas is operated without surrounding (CH2)n sphere; naturally, this

one is especially sensitive to thermal neutrons with its response mainly governed by the cross

section of the 3H (n, p) 3H reaction (5.4). Additionally, two detectors are equipped not only

with 9 inch polyethylene moderators but with Lead shells of 0.5 inch and 1 inch thickness. As

shown in the cross sections on page 35 already, neutron multiplication reactions like (n, 2n),

(n, 3n) etc. can occur in Lead at high neutron energies. These reactions of course enhance the

response of the corresponding spheres.

So altogether, 16 spheres make up the BSS operated at the Zugspitze. It is capable of

measuring the neutron energy spectrum over an energy range from thermal energy up to

10 GeV. For the unfolding, as already mentioned, the count rates of the 16 spheres, denoted

as ζi with i = 1 . . . 16, are collected in the so-called measurement vector ζ. The individual

count rates are thereby given by the incident �uence rate d2Φn
dtdEn

and the response function of

the corresponding sphere Ri (En):

ζi =

ˆ
dEn ·Ri (En) · d2Φn

dtdEn
(5.5)

In the unfolding procedure, relationship (5.5) is inverted; i.e. the spectral �uence rate d2Φn
dtdEn

is calculated from the measurement vector ζ containing the count rates of the Bonner Spheres.

This is a computationally demanding task, since the dependencies of the responses Ri on the

neutron energy En are highly non-linear. These response functions have thus been calculated

for various BSS spheres using Monte Carlo methods, e.g. in [90, 5, 87, 77, 40]. For the ac-

tual unfolding, a program called MSANDB is commonly applied, which utilizes an iterative

procedure starting from an initially assumed spectrum ([91, 92]).

5.3.2. Experimental setup at the Schneefernerhaus

For the measurement of cosmic radiation with the HMGU dosemeters, eight prototypes were

positioned in the experimental shed at the UFS, near the Zugspitze summit. The BSS being

used for the determination of d2Φn
dtdEn

is located in that shed as well. Figure 5.16 shows pho-

tographs of both the measurement location6 and the spectrometer. The devices were placed

in between the Bonner Spheres, according to no speci�c pattern.

Due to the relatively low �uence rate of neutrons in comparison with the former experiments,

the measurement time at the UFS had to be scheduled to several weeks. A change in the

�rmware of the prototypes was ordered for that, and additional chargers for the devices

were constructed to enable a save run over a longer period. These chargers are based on an

ordinary pluggable power supply and a LM-317 voltage regulator ([93]) ensuring that the

6from http://www.schneefernerhaus.de/forschungsstation/bildergalerie.html
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(a) Experimental shed at the UFS in an altitude
of approximately 2660 m

(b) Bonner Sphere Spectrometer operated at
the UFS

Figure 5.16.: Experimental shed and BSS of the HMGU located at the Schneefernerhaus near
the top of the Zugspitze mountain

Φn

[
103 cm−2

]
Hp (10) [µSv] H? (10) [µSv]

Period 1 61.73± 6.76 13.49± 1.42 13.36± 1.41

Period 2 556.30± 32.27 116.42± 6.60 115.17± 6.53

Table 5.6.: Fluence, personal and ambient dose equivalent in the two measurement periods at
the UFS, calculated from the energy spectra shown in �gure 5.17

charging current does not exceed the allowed value. Recharging was triggered every day by a

clock timer.

The measurement with the eight devices was conducted in two time periods, which lasted

nine days and around 74 days, respectively, that is tm,1 = 777600 s (in April 2012) and

tm,2 = 6474600 s (from April to July 2012). The energy spectra, obtained with the BSS as

described shortly in the previous section on page 98, corresponding to the two time periods

are displayed in �gure 5.17.7 These spectra, like e.g. the ones presented on page 81, are given

in lethargy representation. Each bin is thus scaled with the corresponding mean energy so that

the area under the graph directly correlates to a �uence (or, in this case, �uence rate) value.

In between the two periods, only slight di�erences in the energy distribution can be observed,

which are ascribed to changes in the snow cover at the UFS.

The spectra shown in the �gure are representative for measurements at the Zugspitze moun-

tain, since the three peaks visible there are found in other measurements as well ([88, 87, 4,

5, 10]). The �rst one around En ≈ 25 meV shows the thermal neutrons that have already

interacted with the material surrounding the BSS. The second peak between En ≈ 1 MeV

and En ≈ 10 MeV is the Evaporation Peak that was also observed in the simulation of the

HZB experiment (see �gure 5.6). At around En ≈ 100 MeV, the so-called Cascade Peak is

observed ([88, 4, 5]). Similar distributions of neutron energies to the depicted ones can be

calculated by analytical or Monte Carlo models, e.g. [5, 94, 95].

By integration of the spectra in �gure 5.17, the mean �uence rates in the two measurement

7V. Mares (HMGU), private communication
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Figure 5.17.: Neutron energy spectra (in lethargy representation) for the two measurement
periods; obtained with the Bonner Sphere Spectrometer at the UFS on Zugspitze
mountain

periods can be obtained; in these, a systematical uncertainty of ∆Φ̇n/Φ̇n = 5 % was estimated.

By multiplying the results for the two periods with the corresponding measurement times,

the total neutron �uence was calculated. The numerical values are given in table 5.6. For

the uncertainty in the measurement times, a conservative value of ∆tm = 43200 s was taken

for both measurement periods. Additionally, the dose rates were determined according to

equation (2.5) by using the appropriate �uence-to-dose conversion coe�cients hp and h
? for

personal and ambient dose equivalents, respectively. The personal dose equivalent Hp (10),

as described in section 2.3, is de�ned for a beam incident on a slab phantom actually; for

cosmic radiation, it can however be assumed that the high energetic part, i.e. neutrons except

thermal ones, are incident mainly from above, that is from the sky. Thus, the calculation of

Ḣp (10) from the given �uence is a good approximation. The ambient dose rate Ḣ? (10) was

however also calculated. In the table, these values in the two time periods, multiplied with

the corresponding measurement times, are also shown. One can see that there is only a slight

di�erence between personal and ambient dose equivalent. Since the discussion below is done

in terms of response and �uence, the dose equivalents serve as supplementary information

only. Hp (10) cannot be considered as a reference quantity in that experiment anyway, since

for the measurements, no phantom was used. For a comparison of calculated and measured

response, or a discussion of expected and registered counts, the simulation results obtained

without phantom therefore have to be employed.
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R
[
10−6 cm2

]
Period 1 Period 2

Fast 1538.9± 233.7 1201.5± 96.5

Albedo 1646.3± 248 1425.0± 112.9

Delta D1 431.3± 79.4 356.8± 32.7

Delta D2 303.7± 59.9 253.0± 24.4

Delta G1 435.4± 80.0 350.5± 32.2

Delta G2 309.8± 60.8 250.1± 24.2

Table 5.7.: Mean values and uncertainty of the response of the sensors in the two measurement
periods.

5.3.3. Results and discussion

For the analysis of the experiment at the UFS, the two measurement periods are treated

separately. The values obtained by the various dosemeters are taken into account in terms

of a mean value with appropriate uncertainty. The latter is calculated from the statistical

uncertainty in the count values of all eight devices and the systematical errors ∆tm and ∆Φ̇n.

For the calculation of the response, the overall uncertainty is thus assigned according to

∆R =

√∑8
k=1

(
R(k)

)2
8

+R ·

[
∆tm
tm

+
∆Φ̇n

Φ̇n

]
(5.6)

The measured response values are given in table 5.7. As usual, the response gives the number

of registered counts per unit neutron �uence, i.e. the ratio

R =
Nc

Φn
(5.7)

With the simulation results in chapter 4, the theoretical response Rsim for each sensor can be

determined. Rearranging de�nition (5.7) - which is of course equivalent to the one given on

page 146 - the number of counts N sim
c and Nmeas

c can be determined for each sensor, using the

simulated and measured responses, respectively, and the total �uence yielded by integrating

the neutron energy spectra in �gure 5.17. In table 5.8, the simulated number of counts N sim
c

is compared to the mean value of the measured counts Nmeas
c over the two periods. A huge

discrepancy can be observed for all sensors of the dosemeter. On average, the ratio between

simulated and measured counts is Nsim
c

Nmeas
c

≈ 58 %.

This disagreement can by no means be explained with uncertainties in the measurement

process, nor with inaccurate simulation. Instead, it must be ascribed to the interaction of

other particles of the cosmic radiation with the dosemeters´ sensors. In [5], the energy spectra

of protons, neutrons, electrons, pions, muons and photons, as well as the �uence in various

atmospheric depths has been calculated. As a �rst rough estimation, the contribution of

muons and protons to the counts is roughly calculated, since these two types of particles,

after neutrons, make up most of the dose rate at such altitudes ([5, 6]).
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Period 1 Period 2

Counts Nmeas
c N sim

c Nmeas
c N sim

c

Fast 95 55 668 461

Albedo 102 61 793 526

Delta D1 27 14 199 116

Delta D2 19 10 141 84

Delta G1 27 15 195 123

Delta G2 19 10 139 82

Table 5.8.: Mean values of the counts registered in the two measurement periods in each
sensor and number of counts calculated from simulations for the same periods and
sensors.

In order to achieve this, the simulations without phantom geometry as described in chapter

4 and supplement A.2 were augmented for incident particles other than neutrons. The analysis

Root scripts from supplement A.3 were applied in order to yield pulse height spectra for the

new simulations and to calculate the response from them. By use of equation (5.7), with the

calculated responses to protons and muons as well as the appropriate �uence instead of Φn,

the number of counts originating from these components of the cosmic radiation could be

estimated.

For the muon component, a energy distribution similar to a logarithmic normal distribution

around Eµ ≈ 1 GeV is given in [5], with a range of Eµ ≈ 0.01 . . . 100 GeV. The �uence rate

at the Zugspitze mountain, which corresponds to a atmospheric depth of roughly 750 g/cm2, is

given as Φ̇µ ≈ 5 ·10−2 cm−2s−1. The muon radiation �eld is comprised of µ+ and µ− in about

equal shares. For the simulations, only the positive muons were used as incident particles.

Five muon energies from Eµ = 0.01 GeV to Eµ = 100 GeV were simulated, with an incident

number of particles of around 3.6 ·106 (i.e. a �uence of Φµ+ = 1 ·105 cm−2. The corresponding

pulse height spectra for the Albedo and Fast sensors are shown in �gure 5.18. As expected,

the number of signals drops steeply towards higher collected energies Ecoll. For all histograms,

no signi�cant number of signals above the threshold values Ethresh = 1000 keV (see table on

page 28) can be observed, except for the incident muon energy of Eµ = 0.01 GeV = 10 MeV.

This is due to the fact that for a very small kinetic energy, the range of the muons in the

sensor materials is lower, so that a higher share of the energy can in principle be deposited.

All in all however, it must be noted that muons cannot be responsible for a substantial

amount of the additional counts observed in the measurement at the UFS. The main reason it

that only low energetic muons create signals above the threshold, which then result in counts.

The �uence at Eµ ≈ 10 MeV is only a very small fraction of the one at higher energies, though.

The situation is even worse at the Zugspitze altitude than at an atmospheric depth of 250 g/cm2

for which the spectra in [5] are given; since muons reach lower altitudes only because of time

dilatation due to their high velocity, it is suspected that the energy spectrum is shifted to

higher energies with decreasing �uence. Even if this e�ect was neglected, muon contribution

could only explain additional counts in the Albedo and Fast sensors; for the Deltas, the �rst
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(a) Albedo sensor

(b) Fast sensor

Figure 5.18.: Simulated pulse height spectra for the Albedo and Fast sensor, created by
around 3.6 · 106 incident µ+ particles at each of the �ve given energies Eµ =
0.01 . . . 100 GeV.
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Figure 5.19.: Simulated pulse height spectra for all sensors of the HMGU dosemeter, created
by around 7.2 · 106 incident protons with a speci�c energy spectrum.

threshold is at around Ethresh = 2800 keV only, so that the response even to 10 MeV muons

would be nearly zero.

For the estimation of the number of counts created by protons, also �uence rate and spec-

trum according to [5] were taken into account. The energy distribution again resembles a

logarithmic normal distribution. For the mean, a energy of Ep = 500 MeV is estimated. Un-

like with the simulation of muons, it was not tried to reproduce the proton distribution with

a number of energy points only; instead, the PrimaryGenerator class of the Geant4 simula-

tions (see �gure A.1 and description on page 138) was altered in order to not only produce

protons instead of neutrons, but also apply an uncertainty in energy on a logarithmic scale.

For the width of the distribution, a value of 12.3 % was taken then, so that the spectrum

depicted in [5] was roughly resembled. The simulation was run with about 7.2 · 106 incident

particles, i.e. a proton �uence of Φp = 2 · 105 cm−2. In �gure 5.19, the resulting pulse height

spectra for all four sensors are displayed, which obviously do not di�er substantially among

each other. Although a very steep drop in number can be observed with increasing energy

collection here as well, considerable more events with signals higher than the corresponding

thresholds are shown than with the simulation of muons. This holds even for Delta D2 and

G2, for which Ethresh = 3500 keV.

From the simulated pulse height spectra, the response to protons can be calculated for each

sensor, following the procedures usually applied in the case of incident neutrons (see section

A.3). The resulting values, R(p), are then multiplied with the proton �uence to yield a number
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R(p)
[
10−6 cm2

] Period 1 Period 2

N
(p)
c

N
(p)
c

Nmeas
c

N
(p)
c

N
(p)
c

Nmeas
c

Fast 3170 12 13.0 % 103 15.4 %

Albedo 3285 13 12.6 % 106 13.4 %

Delta D1 765 3 11.2 % 25 12.5 %

Delta D2 495 2 10.3 % 16 11.4 %

Delta G1 850 3 12. 6% 28 14.1 %

Delta G2 520 2 10.6 % 17 12.1 %

Table 5.9.: Simulated response to protons, number of proton counts as well as fraction of
proton counts in total number of measured counts, for each sensor

of counts. This �uence is calculated from the measurement time and the proton �uence rate

Φ̇p ≈ 5·10−3 cm−2s−1, which is given in [5] for the Zugspitze altitude. The resulting number of

proton counts, N
(p)
c , for each of the sensors in each measurement period, are outlined in table

5.9. Although the �uence of protons is only around 6 % of the neutron �uence, the number of

counts is considerable due to the high response to protons. On average, protons make up about
N

(p)
c

Nmeas
c

≈ 12.3 % of the measured counts. This value however may exceed 20 % considering that

the proton �uence rate given above is only very roughly known. Moreover, the protons were

incident on the sensors directly from above in the simulations, i.e. at an angle of 0°. In reality,

the angle of incidence might be higher for a huge amount of the proton �uence, so that the

average path length in the detectors is longer; this leads to a higher average deposition of

energy in the active zone, so that the response is further enhanced.

Considering all this, it becomes evident that the unexpectedly high count rate of all sensors

in the experiment at the UFS must be attributed to a contamination of the neutron �eld

present there with all the other particles of the secondary cosmic radiation. In this work, only

a rough estimation of the in�uence of protons on the number of counts is given; however,

the principle is shown how the other components can be treated as well. For a thorough

discussion, the response of the dosemeter over a wider energy range, to protons as well as

to muons, pions, electrons, photons etc. would have to be calculated with the Monte Carlo

simulations described in supplement A. Moreover, accurate energy spectra of the particles in

question must be obtained, which can be either created with Geant4 simulations according

to [5] or by means of analytical methods ([94, 95]). With the spectra and the corresponding

response of the devices, the exact number of additional counts can in principle be determined.

Measurements like this are of great interest, since the neutron energy spectrum at the

Zugspitze is similar to the one created during the operation of heavy ion accelerators,8 e.g.

at the GSI Helmholtzzentrum für Schwerionenforschung ([96]). Since such accel-

erators are used in heavy ion radiotherapy as well, for example at the University Hospital in

Heidelberg,9 they are clearly within the range of applications intended for the HMGU neutron

8W. Rühm (HMGU), private communication
9http://www.klinikum.uni-heidelberg.de/Heidelberger-Ionenstrahl-Therapie-HIT.106580.0.html
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dosemeter. In the long term, methods have to be developed therefore to e�ectively discrim-

inate between the counts created by neutrons and by other particles. Any such means can

however be tested at the UFS on Zugspitze mountain, since there the energy distribution and

�uence of the cosmic radiation is very precisely known.

5.4. Comparison of measurements and simulations

The three experiments conducted in the present work, that is the measurement in pulsed

�elds at the HZB, the tests with an AmBe source and the investigation of secondary cosmic

radiation e�ects, which have been described in the previous sections, have so far been an-

alyzed for several quantities of interest already. Here, mainly the measured response in the

various �elds is taken into account, for a comparison with the simulation results presented in

chapter 4. This serves as a veri�cation of the simulation applications and is the basis for the

credibility of calculated results in energy ranges where no measurements have been possible

so far. Furthermore, the optimization of the dosemeter´s response outlined on page 113 is

only feasible if the data this procedure relies on is thoroughly validated.

In order to yield a good agreement, special care is taken for the threshold setting of the six

sensors of the dosemeter. For a further check of the outcome of the Geant4 applications also

for mono-energetic neutrons, preliminary results acquired at the Physikalisch-Technische

Bundesanstalt (PTB), which will be part of a forthcoming Master´s thesis, are presented

in supplement B.

5.4.1. Realistic threshold settings

The dependence of the response η ∝ R on the neutron energy En, which has been shown

in �gures 4.19 and 4.21, has so far been calculated with the threshold settings outlined on

page 28. In [25], these settings are considered optimal, and the energy value the comparators

are adjusted to are estimated to �t quite well to the desired ones. This must be questioned in

the present work, however.

As described above, the threshold in the collected energy, Ethresh, is set by using a com-

parator with a certain reference voltage Uthresh; that voltage is compared to the signal height

output after the post-ampli�er. It is thereby assumed that the signal processing chain consist-

ing of pre-ampli�er, shaper and post-ampli�er (see �gure 3.2 on page 27) establishes a linear

ampli�cation of the voltage drop UDrop in the detector capacitor caused by the collection of

charges. The relationship between collected energy and Uthresh is determined by the edge in

the pulse height spectrum corresponding to the maximal kinetic energy of tritium ions pro-

duced in the reaction 6Li (n, α) 3H with thermal neutrons, which is Et ≈ Ecoll ≈ 2.7 MeV

according to equation (3.9). The procedure of threshold setting is outlined in sections 3.1 and

3.3.2 as well as in [25].

For the comparison of the measurement results presented in this work to the simulations,

response values for the various sensors are calculated from the simulated pulse height spectra
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Sensor Mean channel Ratio to 2640 keV Threshold Ethresh

Fast 15.77 0.36 950 keV

Albedo 16.15 0.37 970 keV

Delta D1 42.85 1.02 2700 keV

Delta G1 41.62 1.03 2700 keV

Table 5.10.: Realistic threshold settings for the various sensors, i.e. the average channel num-
ber, the ratio of that channel number to the one at Ecoll = 2640 keV and the
corresponding threshold values in terms of energy.

using slightly adjusted thresholds, which are given in table 5.10. One can see that these values

are below the optimal ones given formerly by around 50 . . . 100 keV. It is feasible to apply these

settings for comparison, mainly because the accuracy of the threshold-to-channel relationship

given in [25] must be doubted. This concern is justi�ed for several reasons:

� The thermal neutrons used in order to obtain the edge in the pulse height spectrum indi-

cating a collected energy of Ecoll ≈ 2.7 MeV were produced by moderation in polyethy-

lene layers around the AmBe source presented on page 91. Since this source emits very

high-energetic particles, it is not clear whether the thermalization ran e�ectively and

thus if the observed edge was not blurred due to a superposition of e�ects caused by

the interaction of fast neutrons with the converter or detector.

� At the measurements conducted in the vicinity of Castor containers atKernkraftwerk

Isar described in [25], the threshold settings of the Delta sensors had to be incremented

for several devices; the optimal values given in table 3.1 therefore tend to be too low.

� The shaping time of the Delta sensors is with 60µs six times higher than the one of the

Fast and Albedo sensors.10 The resulting di�erence in the output signal height of the

shapers is balanced by di�erent levels of the post-ampli�ers. The channel settings for

the Delta comparators are however still di�erent from the ones of Fast and Albedo. For

the latter two, even though they are operated with the same shaping time, the channel

settings are not equal as well.

� Even in [25], an uncertainty of one channel in the setting of the thresholds is admitted,

which must be assumed higher because of the sources of error given in the previous

points. Generally, the adjustment of thresholds to �t certain experimental requirements

has been a frequent practice in [25]. The believed agreement of the energy values Ethresh

with the comparator channels must thus be regarded rather �exible.

Especially due to the last point, it is considered save to assume a previous mis-estimation of

the Lithium-edge by one channel only. As one channel roughly corresponds to 60 keV, it was for

simplicity assumed that the mean channel found to be commensurate with Ethresh ≈ 2.7 MeV

corresponds to Ecoll = 2640 keV instead. The mean channels set for the various sensors are in

10M. Wielunski (HMGU), private communication
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a certain ratio Channel set

Channel 2640 keV to the former, which is also given in the table on the preceding

page. Realistic thresholds Ethresh can be calculated then according to

Ethresh = 2640 keV · Channel set

Channel 2640 keV
(5.8)

This yields the values shown in 5.10 for Fast, Albedo and Delta D1, which are further

used in the analysis of the simulations for comparison with measured results. In order to be

consistent with the principle to treat both Delta sensors equivalently, the threshold for Delta

G1 is set to Ethresh = 2700 keV as well (The calculated value would be 20 keV higher.); the

thresholds for Delta D2 and G2 were not augment, i.e. Ethresh = 3500 keV is assumed.

5.4.2. Comparison of measured and simulated responses

The experiments conducted in the frame of this work involved neutron energy spectra over

a possibly wide energy range; for all measurements, these spectra as well as the integrated

neutron �uences or �uence rates are known. Thus, for each experiment and sensor, by applying

equation (A.7) with the corresponding spectrum dΦn
dEn

and the simulated response function

R (En), the mean response R̄ can be calculated:

R̄ =

´
dEn ·R (En) dΦn

dEn

Φn
(5.9)

The obtained result can be used to be compared with the response yielded by the measure-

ment itself, which is equivalent to comparing count numbers, according to equation (A.8).

The appropriate response values have been outlined in the corresponding sections for each

experimental condition, i.e. with the AmBe source, at the HZB and at the UFS, and each

sensor. For the calculation of the simulated response, above formula is applied on the response

functions shown in �gures 4.19 and 4.21.

In case of the AmBe source, of course the response curves simulated with phantom geometry

are taken into account. As an experimental comparison, only the measurements conducted

with the 30 × 30 × 15 cm3 plexiglass phantoms (see section 5.2.1) were considered, since, as

described earlier, the setup on the ´wheel´ with the smaller polyethylene phantoms is not

su�cient for an accurate estimation of the Albedo response. In the measurements on the

plexiglass phantoms, the thresholds for the virtual Fast F2 and Albedo A2 sensors were set

to Ethresh = 3500 keV. Since with given pulse height spectra by means of simulations it was

simple to estimate the corresponding responses theoretically as well, these sensors are also

used for comparison here.

A specialty of the AmBe source is that its energy spectrum, which is shown on page 45, was

applied as an input to dosemeter simulations directly ; that is, for each bin a suitable number

of neutrons with the corresponding kinetic energy was simulated, and the summed up pulse

height spectra for all sensors were acquired. The responses calculated from them di�ers slightly

from values calculated according to (A.7), since the R (En) curves on page 72 rely on a linear
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interpolation of relatively few data-points in the range of the AmBe energy spectrum. All

in all however, a huge discrepancy of simulation and measurement is not expected for either

method of calculating R̄, since that energy interval is well covered by the PTB measurements

presented in supplement B, for which a good agreement is found.

The HZB measurements in pulsed �elds were described and discussed in section 5.1; there,

problems with two dosemeter positions of the plexiglass phantom were reported. As indicated,

the mean responses given in the table on page 91 were calculated from the remaining two po-

sitions, with the measurements in all beam settings excluding the ones with the highest and

lowest �uence rates. The simulated results were obtained by applying the �Folded spectrum�

method, i.e. by utilizing equation (A.7) with the neutron energy spectrum at the HZB (ac-

quired with the Bertini model, �gure 5.6) and the response functions obtained with phantom

geometry.

For the measurement of cosmic radiation at the Zugspitze mountain, the two measurement

periods are treated independently. For both, the calculated responses based on the plain count

values and the neutron �uences are given in table 5.7 on page 102. For the calculation of the

theoretical response, Rsim, again formula (A.7) was applied, with the energy spectra given in

�gure 5.17. In order to at least partly account for the fact that a huge portion of the counts

measured at the Zugspitze were not caused by neutrons but protons and other particles of the

secondary cosmic radiation, the raw count values were reduced by the amount estimated to

stem from protons, as outlined in table 5.9. With the remaining numbers, again the responses

were calculated according to (5.7).

Figure 5.20 shows the ratio of responses based on simulation to the responses obtained in

the measurements, that is Rsim

Rmeas , which is equal to comparing counts as stated above. For an

ideal agreement between simulation and experiment, the ratio would be Rsim

Rmeas ≈ 1, of course.

It can be seen that in general, the discrepancies are rather small. In most cases, the over- or

underestimation of the measured response by the simulations lies within 20 %, at least if the

uncertainties are considered. The latter, besides, were simply calculated from the individual

uncertainties of Rsim and Rmeas according to

∆
Rsim

Rmeas
=

Rsim

Rmeas
·
[

∆Rsim

Rsim
+

∆Rmeas

Rmeas

]
(5.10)

The ratio for the Zugspitze is in most cases less than Rsim

Rmeas = 0.8, for the uncorrected

data as well as the data corrected for protons. The reasons for that have been discussed in

section 5.3.3; obviously, the impact of protons on the dosemeters´ count rates is higher than

yielded by the rough estimation presented there. Moreover, the in�uence of other particles

has to be taken into account, as well as the exact �uence and energy distribution of protons

at the UFS. A need for further investigation is obvious in that case; for a evaluation of the

simulation results presented in this work however, the experimental data acquired in the

Zugspitze measurements are not suitable. This, in turn, means that the disagreement of the

responses observed in the �gure do not imply faults in the Monte Carlo calculations.
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Figure 5.20.: Ratio of the response calculated from simulation results and from experimental
results for each sensor and for three di�erent measurement campaigns. For the
AmBe measurements, two di�erent methods of calculating Rsim were used; for
the Zugspitze measurements, the �uncorrected� ratio refers to the response given
by the plain count number, whereas for the �corrected� ratio that number was
reduced to partly account for protons.

In contrast to the Zugspitze results, the ratios for the AmBe source and the HZB experiment

are consistent with Rsim

Rmeas ≈ 1 generally. This especially holds for the Delta sensors. The

outcomes with the AmBe energy spectrum obtained with the �folded spectrum method�, i.e.

equation (A.7), and the direct simulation are very similar as well. Even for the newly created

sensors Fast F2 and Albedo A2, the ratio of the responses is around one.

For the Fast F1, i.e. the ordinary Fast sensor, the simulated response tends to be slightly

lower than the measured one according to �gure 5.20. Problems with the threshold setting

as described in section 5.4.1 might account for the small discrepancy. Still, it cannot be

expelled that undiscovered systematical errors are causing the deviation. In that case, mainly

the agreement of the geometry implemented in the simulations with the real sensor in terms

of material compositions, densities and dimensions must be questioned. A need for further

investigation must be stated here as well; however, since, considering the uncertainties already

included in the given ratios, the values for the AmBe and HZB experiments are consistent

with a value of Rsim

Rmeas = 1 ± 0.2, the discrepancy is not considered prohibitive for some �nal

conclusions in chapter 6 based on simulated data.
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In this work, a profound understanding of the functional principles of the HMGU dosemeter

prototypes has been gained. This was accomplished by both Monte Carlo simulations with the

Geant4 framework and experimental investigations in three di�erent exposure conditions.

The results derived from simulated data showed a very good agreement with the measure-

ments.

6.1. Application of simulated data

The design principle of the HMGU dosemeter is intended to overcome the serious drawback

many electronic personal neutron dosemeters must cope with, which is the under-response

at neutron energies of around En ≈ 100 keV . . . 1 MeV ([12, 11, 15, 14, 2, 50, 51] etc.). For

that, the Delta D and G sensors were created (see section 3.3.2), which, due to their threshold

setting, are insensitive to very low-energetic neutrons with En / 10 keV, whereas at high

energies, their deactivation according to equations (3.10) and (3.11) should prevent an over-

estimation of the dose. This concept works well if no neutrons with energies above En '

5 . . . 10 MeV are present. In this work however, by the measurements at the HZB and with

the HMGU AmBe source, it was found that this switch-o� constitutes a problem on its own,

since the high-energetic neutrons in these experiments trigged the deactivation of the Deltas,

which then still lead to a very low response of the devices around 1 MeV. Since in some

situations a considerable portion of total �uence is concentrated in the evaporation peak at

about that energy, a signi�cant underestimation of the dose can occur. For the AmBe source,

the ratio of measured and reference dose found in this work was Hm

Href ≈ 84 % (see section

5.2.2), and at the HZB measurement it was Hm

Href ≈ 63 % (section 5.1.3). Although values in

the range Hm

Href = 50 . . . 200 % may be considered acceptable ([12, 13, 50]), this is clearly a

point for improvement.

Since the response R of the various sensors of the dosemeter and its dependence on the

neutron energy En has been simulated over a wide energy range in this work (and the simu-

lation results showed a good agreement with experimental outcomes), the ratio in question,

i.e. Hm

Href

∣∣
En

, can be optimized with help of the simulated data. At �rst, the dependence of

this value on En is clari�ed for the current dosemeter design; this will point out the energy

regions where a need for improvement exists. On the basis of that, optimization methods can

be applied.
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6.1.1. Estimation of displayed dose

As stated earlier, the response R of a sensor is the number of counts of that sensor, Nc, divided

by the neutron �uence, Φn. The dose assessment given by formula (3.11), is also based on the

number of counts:

Hm = k1 · F + k2 ·A+ k3 · [(D1 +G1)− c · (D2 +G2)]

This of course holds only if (D1 +G1) − c · (D2 +G2) is not less than zero, in which case

the last term is canceled. Dividing the whole formula by the �uence Φn, the responses of the

various sensors are introduced:

Hm = k1 ·
F

Φn
+ k2 ·

A

Φn
+ k3 ·

[(
D1

Φn
+
G1

Φn

)
− c ·

(
D2

Φn
+
G2

Φn

)]
Hm

Φn
= k1 ·RF + k2 ·RA + k3 · [(RD1 +RG1)− c · (RD2 +RG2)] (6.1)

As long as the dose assessment formula is linear in the count values of the sensors, this step

is possible.

According to equation (2.4), the reference dose at a certain neutron energy is given by

the neutron �uence multiplied with the corresponding �uence-to-dose conversion factor, i.e.

Href ≡ Hp (10) = h (En) · Φn. Dividing (6.1) by the conversion factor, the desired ratio is

obtained:

Hm

Href

∣∣∣∣
En

= k1 ·
RF
h

+ k2 ·
RA
h

+ k3 ·
[(

RD1

h
+
RG1

h

)
− c ·

(
RD2

h
+
RG2

h

)]
(6.2)

The quotient R
h is equivalent to the quantity η′ introduced in equation (A.6), i.e. the response

with respect to dose. Its numerical values can be determined using the simulated response

values Rsim for each sensor and the tabulated values for h ([47, 48, 49]). This was done for

all energy points were simulations with phantom have been conducted. The obtained ratios

were linearly interpolated on a linear energy scale. The values of R for a dosemeter sensor are

usually in�uenced by the corresponding threshold setting Ethresh, as it was outlined earlier.

This is taken into account in the calculations; that is, the ratio Hm

Href

∣∣
En

was calculated with

both the desired thresholds from table 3.1 and the actual ones given on page 108.

In �gure 6.1a, the resulting functions for both threshold settings are given. The solid lines

correspond to the realistic threshold settings also applied for the comparison with measure-

ments. The light green line shows the situation in cases where the Delta sensors are activated.

Then, obviously no underestimation of the incident dose in the region around En ≈ 1 MeV

occurs. At higher energies, the deviation from unity is mostly within a factor of two. At neu-

tron energies below En / 100 keV however, the dose is greatly over-estimated. In case of the

realistic thresholds, the ratio Hm

Href

∣∣
En

reaches a value of around Hm

Href

∣∣
En/100 keV

≈ 80. This is

reduced by one order of magnitude if thresholds according to [25], as given in table 3.1, are
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calculated for the whole dosemeter with the Delta D and G sensors switched on and o�,

respectively.
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calculated for the whole dosemeter (with the Delta sensors activated) and for Fast,

Albedo and the Deltas individually.

Figure 6.1.: Ratio of displayed and reference dose, both for the whole HMGU dosemeter and its
individual sensors. The solid lines correspond to the realistic threshold settings
given in table 5.10, whereas the dotted lines give the results for the threshold
settings in table 3.1.
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used for the calculations. A similar behavior of the dosemeter response has been reported for

other devices as well ([12, 11, 15, 50]).

If the Delta sensors are deactivated (indicated by the dark green line), the considerable

drop in the overall response, which was also observed in the measurements, is clearly visible.

From En ≈ 100 keV to En ≈ 5 MeV, the incident dose is underestimated, with a minimum

of Hm

Href

∣∣
En≈1 MeV

≈ 0.1 at around 1 MeV. Note that the adjustment of Ethresh obviously has

a great in�uence on the Delta sensor group only; if the latter is switched-o�, the behavior of
Hm

Href

∣∣
En

is not a�ected any more.

Figure 6.1b shows the same ratio, but here also the in�uence of the individual sensors or

sensor groups is displayed. The curve shown for all sensors is the one given in �gure 6.1a as

well, with the Delta sensors activated. The other curves give the dose ratio calculated for Fast,

Albedo and the Delta sensors only, which is obtained by simply setting only the corresponding

calibration factor k in (6.2) to its value. One can see that for the Fast and Albedo sensors, the

dependence of the dose reading then just follows the response functions. The over-estimation

at low energies is mainly due to the inappropriate threshold setting of the Delta sensors. With

the actually set values according to section 5.4.1, the dose reading at low energies is mainly

dominated by the Delta sensor counts. With the settings intended by [25], the in�uence of

the Deltas is restricted to an energy of En = 10 . . . 104 keV.

The analysis in this section clearly shows that by means of Monte Carlo simulation, not

only the basic pulse height spectra and the response functions of the various sensors can

be determined. The results obtained can also be combined further to provide a thorough

understanding not only of the sensors´, but also the dosemeter´s behavior over a wide energy

range. Of course, a comparison of experimental and theoretical results on the level of pulse

height spectra and response functions, as done in this work, is essential �rst. Using veri�ed

data however, all features of the dosemeter can not only be reproduced, but also analyzed,

understood and improved.

6.1.2. Improvement of response uniformity

In the previous section, the ratio Hm

Href

∣∣
En

for the current design of the dosemeter was given.

From �gure 6.1a, it becomes clear that two issues require improvement. The �rst one is

the over-estimation of dose, with Hm

Href

∣∣
En=1...100 keV

� 1 in the low-energy region in case

of activated Delta sensors; the second and more severe one is the under-estimation around

En ≈ 1 MeV if the Delta sensors are switched o�. The drop in Hm

Href

∣∣
En<1 eV

at thermal

energies, which is also a drawback of the current design, cannot be corrected with the help

of the so far simulated data alone. This drop directly comes from the Cadmium cross section

(�gure on page 35) and can be compensated by a bigger hole in the casing of the Albedo

sensor (see section 3.3.3).

For the �rst two issues however, solutions can be found without changing the geometric

design of the dosemeter at all. Adjustments simply have to be made on the threshold settings,

which in�uence the response functions of the sensors, and on the calibration factors in the
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(a) Hm

Href

∣∣∣
En

for the current design (Delta sensors on and o�) and for optimized parameters in the

current formula (3.11)

(b) Hm

Href

∣∣∣
En

for the current design (Delta sensors on and o�) and for optimized parameters in the

proposed formula (6.3)

Figure 6.2.: Ratio of displayed and reference dose, both for the current design with Delta
sensors activated (light green line) and switched o� (dark green line) and for the
optimized parameters (red line), all calculated with simulated data.
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Parameter Standard value Realistic value Fit with eq. (3.11) Fit with eq. (6.3)

k1 0.1600µSv 0.1548µSv 0.2044µSv

k2 0.0256µSv 0.0264µSv 0.0195µSv

k3 9.0000µSv 5.2890µSv 5.0383µSv

k4 � � −6.2265µSv

c 2.2000 2.1233 �

Ethresh,F 1000 keV 950 keV 951 keV 1550 keV

Ethresh,A 1000 keV 970 keV 2461 keV 2396 keV

Ethresh,D1/G1 2800 keV 2700 keV 2780 keV 2780 keV

Ethresh,D2/G2 3500 keV 3500 keV 3500 keV 3458 keV

Table 6.1.: Overview of thresholds and calibration factors for the current design and �t outputs
for improvement suggestions

dose assessment formula (3.11). The optimal values for the quantities in question can be

determined with the simulated data.

The ratio Hm

Href

∣∣
En

in equation (6.2) should be around Hm

Href

∣∣
En
≈ 1 over the whole energy

range. Consequently, optimal values for thresholds and calibration factors can be found using

�tting procedures, as implemented in ROOT ([78]). That is, the ratio Hm

Href

∣∣
En

is �tted to unity

by optimizing the parameters controlling its energy dependence. The obtained results are pre-

liminary and should be seen mainly as a starting point for further optimization; nevertheless,

they clearly represent a considerable improvement over the current situation.

In �gure 6.2a, the result of such an optimization procedure is displayed. For comparison,

the energy dependences of Hm

Href

∣∣
En

for the cases with and without activated Delta sensors are

also shown. The points to which the optimized ratio was tried to �t are indicated by markers.

One can see that the optimized curve in the �gure constitutes a signi�cant improvement

over the one with the current parameters. Compared to the case of activated Delta sensors,

the over-estimation at low energies is corrected. At around En ≈ 250 keV, a peak in the

ratio occurs, which can hardly be prevented because of the excess in the 6Li (n, α) 3H cross

section (see �gure 3.9). The underestimation at about 1 MeV is still present, but reduced to

a minimal value of roughly Hm

Href

∣∣
En≈1 MeV

≈ 0.4. The optimization itself was done using the

Root implementation of the Levenberg-Marquardt-Algorithm ([78, 97]). The �tted parameter

values (plain rounded algorithm outputs without uncertainties) are given in table 6.1.

Using the common dose assessment according to equation (3.11), the switch-o� of the Delta

sensors is still a problem, even if the optimized parameters are used. The red line given in

�gure 6.2a shows only the ratio for the case of activated Delta sensors. A similar behavior can

however be obtained if formula (3.11) is replaced by another one with no conditional elements,

e.g.

Hm = k1 · F1 + k2 · F2 + k3 (D1 +G1) + k4 · (D2 +G2) (6.3)

Using that formula, i.e. by replacing each count quantity with the appropriate η′ and Hm

with the ratio Hm

Href

∣∣
En

as above, the function shown in �gure 6.2b (again with the old settings
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for Deltas on and o� as comparison) can be obtained. Here, the �tting was done using the

Simulated Annealing method of the GSL Root-package ([98, 78, 99]). The general features

are the same as for the curve obtained with the previous formula. Using (6.3) however, the

same response function of the whole dosemeter is valid regardless of the spectrum, and spu-

rious e�ects with the Delta deactivation are no longer problematic. The �tted values for the

thresholds and calibration factors are again given in table 6.1.

Although the Hm

Href

∣∣
En

curve cannot be �tted to unity exactly, the use of simulated data as

presented in this section allows a serious improvement in the accuracy of the HMGU doseme-

ter. The function (6.3) as well as the �tting procedures are mainly thought as suggestions; of

course, there is need for more investigation in that �eld, and eventually the parameters derived

from simulations must be implemented in the prototypes and tested in various neutron �elds.

With a dosemeter behavior as shown in �gure 6.2b for example, one can expect that at least

in non mono-energetic neutron �elds the deviations of Hm

Href

∣∣
En

from unity will compensate.

6.2. Further activities

The points outlined in section 6.1.2 already show a main �eld of activity that must be covered

by future research on the HMGU neutron dosemeter. That is, one should try to prevent the

accuracy of the dose reading to depend on a deactivation of the Delta sensor group by choosing

an appropriate dose assessment function. As shown here, the parameters of this function, i.e.

the thresholds for each sensor as well as the calibration factors, can be optimized using the

simulated data; subsequently, the obtained values must be implemented and the devices must

be tested in neutron �elds with various energy distributions.

In the present work, some additional points were identi�ed where further investigation, both

experimentally and by means of Monte Carlo simulation, is required:

� If data obtained by simulations is used extensively for an optimization of the HMGU

dosemeter, the response of the Albedo sensor must be re-considered. Here, the in�uence

of thermal scattering in the phantom must be calculated thoroughly, that is with more

energy points and better statistics than could be done in the present work. In that

case, it may seam feasible to not only apply massive parallelization of the Geant4

application, but also use variance reduction techniques ([99, 75, 27]) when a phantom is

included in the geometry. The spatial neutron distribution given e.g. on page 65 can be

used as a starting point.

� The agreement of measurements and simulations can be further tested using more of the

results that have been already acquired. An example is the PTB measurements (section

B), where a �nal analysis is still to be given, and also the results for the irradiations

under 60° must be included. For that, simulations with neutrons incident under that

angle must be conducted.
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� The dosemeter test in pulse �elds described in section 5.1 revealed that for very high

�uences, pile-ups in the Delta sensors might constitute a problem. This must be kept

in mind, especially if a new dose assessment formula enhancing the Delta importance is

applied. Further experimental work must be done to discover the limits of the various

sensors regarding �uence rate and time structure of the neutron �elds.

� In the experiment at the Zugspitze (section 5.3) a huge impact of particles other than

neutrons on the sensor readings was discovered, especially of protons. In mixed �elds,

for example outside the shielding of medical accelerators, this e�ect may be an issue.

Innovative means for the suppression of counts not created by neutrons must be devel-

oped for the determination of the pure neutron dose in such �elds; another possibility

is to investigate how far the dose created by the other particles can be accounted for in

the dosemeter reading.

� The charge collection model, i.e. the dependence εq (z) of the charge collection e�ciency

(CCE) on depth, given on page 32 is so far only validated by the good agreement of

the measured and simulated pulse height spectra of the Fast sensor, as shown e.g. in

�gure 4.3. A thorough justi�cation of the CCE function, however, should rely on a

measured dependence. For that, protons with various energies incident on the plain

Silicon detectors can be utilized; the acquired relationship between pulse heights Ecoll

and proton energies Ep should follow a curve similar to the one given in �gure 4.4. This,

in turn, can then be used to deduce εq (z).

� In order to set the suggested threshold values from section 6.1.2, or other ones, more

correctly, it may be necessary to decrease the energy interval one comparator channel

corresponds to. This can be done by including another resistor in the sub-circuits with

the comparator voltage divider.1

Many of the points given here, including the simulation of the dosemeter response under 60°

and the comparison with PTB measurements, may be treated in a forthcoming Master´s thesis

at the HMGU. For the experimental determination of the CCE, a measurement campaign

at the Max-Plank-Institut für Plasmaphysik (IPP) in Garching is currently being

prepared.

6.3. Resumé

In the frame of this thesis, investigation was done on the prototypes of the HMGU neutron

dosemeters by means of both simulation and experiment. The dosemeters consist of four sen-

sors with di�erent characteristics, i.e. converter materials, dimensions and threshold settings.

The counts of all sensors, that is the number of signals exceeding the corresponding threshold

1M. Wielunski (HMGU), private communication
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value, are multiplied with speci�c factors and summed up to determine the dose reading of

the device.

For the simulations, the Monte Carlo method was used; for that, several C++ applications

were created utilizing the Geant4 Monte Carlo framework, which was and is still being

developed at CERN. Analysis of the simulation output was accomplished using the Root

statistical package provided by CERN as well.

The �rst part of the simulations consisted of the determination of pulse height spectra of

the four sensors at di�erent energies of the incident neutrons. For that, the charge collection

e�ciency (CCE) of the Silicon detectors was accounted for by applying an innovative read-

out scheme. In the program implementations, the detector was modeled as a stack of thin

layers; during the analysis the energy deposition by each event and in each layer was weighted

according to the assumed charge collection e�ciency in the depth of that layer, in order to

yield the total signal height. In the simulation of the Fast sensor, with an AmBe energy

spectrum as an input, a good agreement with a measured pulse height spectrum was found

when using an appropriate charge collection model. This model was then applied to the other

sensors as well.

The acquired pulse height spectra for the Fast, Albedo and Delta sensors provided insight

into the physical processes occurring in the converters and the ones leading to energy deposi-

tion in the detectors. For the Fast sensor, it was shown that both scattering on Hydrogen and

Carbon leads to the creation of charged ions creating signals in the detector. For increasing

energy of the incident neutrons, the contribution of Carbon becomes more important than

that of Hydrogen. For the latter, it was shown that the energy collection by H ions, i.e. pro-

tons, is limited, depending on the CCE model. For the one used in the simulations, a partial

charge collection peak, that is an accumulation of signals, formates at around a pulse height

of 2.2 MeV.

For the Delta sensors, the in�uence of surrounding material was thoroughly studied as well.

Here, it was shown that both scattering as well as the 6Li (n, α) 3H reaction in the converter

play a role; the importance of the latter was found to increase with lower neutron energies.

Additionally, it was shown that the presence of a phantom enhances that contribution, but

has - with appropriate threshold settings - little in�uence of the number of counts.

When studying the Albedo sensor, special interest was placed on the in�uence of a phantom.

It was shown that this is very important for the functionality of the Albedo, since neutrons are

scattered in the phantom and may possess considerable path lengths in it. For low energies,

it was shown that neutron absorption in the dosemeter materials plays a role. Moreover, the

thermal scattering cross sections of Geant4 were applied for the phantom at four energy

points; a slight in�uence of that augmented physics was observed, but for this thesis, limited

available computational power led to the decision to obtain further results without thermal

scattering.

For all sensors, direct Si+n reactions were identi�ed to create signals. This contribution to

the pulse height spectra becomes more visible at higher neutron energies. At several 10 MeV,
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these are the most dominant reactions.

In the second part of the simulations, the response functions of the six (virtual) sensors

were determined over a wide energy range from thermal to several hundred MeV neutrons,

by simulating the pulse height spectra at distinct energy points and calculating the responses

using the corresponding threshold values. Linear interpolation was done in between. The

response dependencies on the neutron energy were discussed using the knowledge on the

physical processes obtained in the previous simulations of the single sensors. The simulations

were conducted both with and without phantom; as expected, only for the Albedo sensor a

signi�cant di�erence was observed.

In the experimental investigations, the dosemeter prototypes were tested in three di�erent

neutron �elds.

At the �rst experiment at the Helmholtz-Zentrum Berlin (HZB), the behavior of the

various sensors in pulsed �elds was tested. Therefore, four dosemeters were irradiated in an

accelerator-produced pulsed neutron �eld with constant burst frequency, but various �uence

rates. In order to determine the �uence and the reference dose rate in the measurements,

the basic experimental setup was also simulated using an augmented Geant4 application.

Thus, the neutron spatial �uence and energy distributions were acquired. In the measurements

themselves, a linear relationship between count rate and �uence rate was established for all

sensors; only for the Deltas, a slight excess due to pile-ups at the highest �uence rate was

observed.

A second irradiation was conducted with the AmBe source of the HMGU. In that experi-

ment, ten devices on the measurement ´wheel´ as well as �ve devices on plexiglass phantoms

were tested. A huge di�erence in the Albedo response was observed, showing that the smaller

phantoms on the wheel are not appropriate for accurate measurements.

In both experiments, i.e. at the HZB and with the AmBe source, only little in�uence of the

Albedo sensors on the dose readings was observed, due to the high-energetic neutrons present.

The main contribution was from the Fast sensors. In both situations, the Delta sensors were

switched o�, so that the neutron �uence around 1 MeV was not measured correctly. Conse-

quently, the reference dose was underestimated by about 40 % and about 20 %, respectively.

In the third experiment at the Zugspitze mountain, secondary cosmic radiation was mea-

sured with eight dosemeter prototypes. The neutron energy spectrum and �uence at the

measurement location were provided by a Bonner Sphere Spectrometer. By comparison of

the measured counts with expectations based on simulation results, it was shown that other

components of cosmic radiation than neutrons have a considerable in�uence on the reading

of the dosemeter. The number of counts created by protons was estimated with a dedicated

Monte Carlo simulation to be more than around 12 % of the total counts.

The experimental results, i.e. the responses of the various sensors, were compared with

the simulation outcomes using the neutron energy distributions and the acquired response

functions. Thereby it was shown that the thresholds the comparators are set to may be not

correct. Further comparison was done using preliminary results from a measurement at the
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Physikalisch-Technische Bundesanstalt. With most energies and energy spectra, a

good agreement of measured and simulated response of the sensors was observed. This can be

considered a veri�cation of the simulation programs and analysis procedures.

Using simulated data, the accuracy of the dose reading of the prototypes can be signi�cantly

improved. By �tting a new dose assessment formula to a unity ratio between measured and

reference dose, better values for thresholds and calibration factors can be obtained, and the

deactivation of the Delta sensors, along with the involved problems, can be prevented. As

future activities, implementation and checking of the optimized formula, as well as some

minor improvements for which a need was identi�ed in the experiments, remain to be done.
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A. Details on the Monte Carlo simulations

with Geant4

Generally speaking, the Monte Carlo method refers to the stochastic treatment of a given

problem, in contrast to deterministic simulations (e.g. Finite Element method). It relies on a

statistical analysis of a huge number of events that are simulated independently, yielding the

quantities of interest as mean values. The evolution of each of these single events is governed

by random numbers which are generated by the Monte Carlo engine. The distributions those

numbers are sampled from represent the input to the simulation, as they must be chosen to

describe the problem in question. ([99, 100])

In radiation physics, the Monte Carlo method is widely used (e.g. [87, 39, 75, 5]). In that

case, one event refers to the transport of a primary particle, e.g. a neutron, and the secondary

particles produced at interactions of that particle, through a given geometry, e.g. the doseme-

ter. The result yielded by one such event is for example the track, the energy deposition in a

certain volume, or the number of interactions. As stated above, by the analysis of numerous

event results, the mean value (and variance), i.e. the overall simulation result, is acquired.

A.1. Structure of the Geant4 framework

Geant4 ([26, 68, 69]) is a Monte Carlo framework written in C++ ([101]) which is being

developed at Conseil Européen pour la Recherche Nucléaire (CERN). The name

�Geant� stands for �GEometry ANd Tracking�. Using theGeant4 framework, the programmer

is provided with a number of base classes; in order to create own applications, i.e. to simulate

a certain problem, the user has to inherit from these. In the derived classes it is possible to

specify the problem; they are then handed to the Geant4 Monte Carlo engine incorporated

in the G4RunManager class which is used to control and run the simulation itself. For that, a

basic command-line user interface is provided, as well as a simple visualization of the geometry.

The main classes that have to be implemented by the user are the ones describing the

geometry to be simulated, the particle beam (i.e. particle type, energy, direction), the physics

to be applied and the scoring of the event results.
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A. Details on the Monte Carlo simulations with Geant4

Geometry

The Geometry description class is usually derived from G4VUserDetectorConstruction, which

is an abstract base class.1 Three steps have to be taken in order to de�ne the geometry. First,

the solids are created; for that, Geant4 provides various basic types of solids, for example

boxes, spheres, cones etc. The dimensions of those solids are given by the user and are usually

implemented in the class de�nition. Also, boolean solids can be created as intersections or

unions of basic solids.

As a second step, logical volumes are de�ned from the basic solids; in order to do that, those

volumes are assigned di�erent materials, which can be either taken from an internal database

([27]) or constructed from isotopes. Thus, materials with speci�c isotopic compositions can be

used. The materials´ properties concerning the interactions with di�erent kinds of particles

are then automatically computed by the Geant4 run manager, depending on the physics list

chosen for the simulation (see below).

The third step in geometry de�nition is the placement of the volumes. These can be po-

sitioned relative to the world, i.e. the mother volume all others are placed into, or within

each other. Thus, volumes can be designed to hold an arbitrary number of daughter volumes,

which however are not allowed to overlap and must not exceed their mother volume. The cor-

responding boundaries are computed and handled by the framework as long as the placement

is done correctly. To ensure this, geometry tests are provided by Geant4 that can be run on

the command-line.

Beam

For the particle beam, usually a derived class of G4VUserPrimaryGeneratorAction is handed

to the Geant4 engine. In that class, a function GeneratePrimaries is implemented, which

de�nes the position, momentum direction, energy and type of each newly created particle.

These quantities are usually combined in a so-called particle gun, which provides a mono-

energetic pencil-beam. In the Primary Generator class however, the parameters describing

this gun can be altered for each event yielding for example an energy distribution or a certain

beam width. These modi�cations can then be controlled by random numbers being sampled

from appropriate distributions, conforming to the Monte Carlo philosophy.

Physics

The physics incorporated in the Geant4 simulations is usually referred to as the physics

list applied in a speci�c simulation. A physics list contains the particle de�nitions that are

necessary, a number of di�erent models, and the physical processes that these models are

related to. Thus, for a certain process, like for example elastic scattering of neutrons or pair-

1The concept of an abstract geometry class means that users are forced to implement a derived class; this
prevents them from running simulations that have no geometry description. For the other necessary im-
plementations, similar means are employed in the Geant4 framework.
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production of photons, several models can be registered; which of them is chosen by the Monte

Carlo engine depends on the particle energy, as the models are applicable for distinct energy

ranges only.

For the description of electrons, positrons and photons, the electromagnetic physics has to be

de�ned. There are two model collections available, which are the Livermore and the Penelope

physics ([79, 102]). They represent extensions to the standard electromagnetic physics models

implemented in Geant4, with slightly altered cross sections for elastic scattering in a very

wide energy range up to 1 GeV. To use them in a physics list, a modular physics list has to

be created, to which the appropriate collection is handed.2

In contrast to that, for hadronic interactions and the corresponding models, pre-de�ned

physics lists are incorporated in Geant4. In that regime, the models describing the various

processes are very di�erent depending on the kinetic energy of the particle of interest. At very

high energies, that is for E ' 12 GeV, for example the quark gluon string precompound model

or the parametrized Gheisha model are used to describe inelastic interactions ([79]). At lower

energies, intra-nuclear cascade models (INC) are applied. The most important among these

are the Bertini model ([80, 81]) and the Geant4 Binary model ([79, 5]). It is an active area

of research which model can be used to reproduce measured data, and in what situations it

can be applied (e.g. [41, 5]). A Bertini-like model is also implemented in other Monte Carlo

codes, for example the PHITS code ([83, 103]).

For neutrons, the hadronic models can be employed down to kinetic energies of several MeV.

At energies below 20 MeV, special treatment of neutron processes is possible in Geant4.

For these energies, cross sections (see section 2.2) are provided, which are taken from the

widely used ENDF-B/VI database ([44]); consequently, neutron interaction processes can be

described very accurately even in the energy range where the INC models do not apply.3 In

the Geant4 framework, the �model� utilizing the cross section data is referred to as the High

Precision Neutron Package (HP). It can be registered as a model to processes just like the

hadronic INC and high energy models as well.

The pre-de�ned hadronic physics lists are compilations of a high-energy model collection, a

INC model collection and, if neutrons are required, the HP neutron package. For using Bertini

or Binary INC and the quark gluon string model as well as the neutron cross sections, the

physics lists QGSP_BERT_HP and QGSP_BIC_HP can be instantiated in the simulation

and registered to the run manager. Those physics lists, or rather their C++ source code, can

also be used as a starting point for a custom physics list.

Such a custom list is for example needed if very low energetic neutrons are to be simulated.

In that case, the scattering of neutrons is no longer described accurately by the HP package,

since this gives the cross sections for scattering on single nuclei only, which is referred to

as the free gas approximation. If the kinetic energy of the neutrons is in the order of the

binding energy of a molecule, this approximation is not valid any more and a cross section

2The Livermore and Penelope collections are thus called Physics Constructors.
3C. Pioch (HMGU), private communication
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for scattering on the whole molecule must be applied, which is given in terms of the so-

called S (α, β) matrix ([76, 77, 39, 5]). Currently, Geant4 provides cross sections for neutron

interactions at thermal energies with three materials only, which are water, polyethylene and

graphite. They can be applied by following the instructions given in [76].

When de�ning the physics list, the user may assign a certain default range cut. The concept

of cuts is necessary when applying the Monte Carlo method in radiation science ([100]).

Generally, the cut value refers to a certain energy. Particles are tracked by the Monte Carlo

engine until their energy reaches a value below the cut value; then, their energy is deposited

locally or their track is continued using a simpli�ed method, e.g. the Continuous Slowing-

Down Approximation (CSDA, [45, 28, 29]). In Geant4, the cut values are given as cuts in

range; that is, for all combinations of materials and particles that occur in a simulation, the

given range is translated to a certain energy. During the simulation run, particles are then

tracked down to zero range ([27, 79]), i.e. to thermal energy in the case of neutrons. However,

secondary particles are not actually produced if their energy would be below the cut value;

instead, their energy is deposited locally. So, by adjusting the cut value, it is possible to alter

the accuracy and also the speed of a simulation. In complex geometries, it is also possible to

de�ne various regions with di�erent values for the range cut. So, it is possible to apply a very

low cut value in a region where high accuracy is required and at the same time assign a high

cut value in other areas speeding up the overall simulation.

Scoring

The purpose of a Monte Carlo simulation is to infer from a huge number of events by analyzing

them statistically. Thus, it is necessary to extract the desired information from the simulation

runs by so-called scorers. In Geant4, scorers are classes that are attached to the logical

volumes the geometry is constructed of and which are used to read out certain quantities for

each event. If the corresponding volume is passed by a particle track, the scorer yields the

quantity in question and hands it to a specialized object to store the data, e.g. a G4HitsMap

or a user-de�ned class. By attaching several scorers to a volume, all necessary information on

an event can be inferred.

Several so-called primitive scorers are included in the Geant4 framework that can be

used to record basic quantities like energy deposition or track length; moreover, �lters can

be applied to scorers making them sensitive to certain particles only. The source code of the

primitive scorers can also be used as a starting point to write more specialized recording

classes.

A.2. Design of the dosemeter simulations

In order to simulate the HMGU dosemeter, several applications were created with theGeant4

framework. For the present work, release version 9.3 with patch 02 of the library was used

([26, 27]). In the created programs, the classes mentioned in the above section A.1 were
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A.2. Design of the dosemeter simulations

Figure A.1.: C++ classes implemented for the dosemeter simulations; the arrows indicate
interconnections via pointers ([101]) and the �ow of data

implemented, along with some other classes derived or created for practical reasons. The

main di�erence between the various simulations is the implementation of the geometry class,

which of course depends on what part, i.e. sensor, of the dosemeter is to be simulated.

The structure of the simulation applications is shown schematically in �gure A.1. As de-

scribed previously, the most important classes are the ones concerning the geometry, the beam,

the physics and several scorers.

For the geometry, di�erent implementations were made, describing either single sensors

or the whole dosemeter device. The materials necessary to create the logical volumes were

taken from the internal Geant4 database, unless a speci�c isotopic or atomic composition

was needed to reproduce the design of the device. Thus, for example the LiF converter of

the Delta and Albedo sensors was created manually, since in that case the 6Li abundance of

96 % (see page 35) di�ers from the natural one given in the database; also, here a mixture of

materials with glue and LiF had to be implemented ([25]). Materials not listed in the database,

like epoxy, were created manually from elements, but with natural isotopic composition. The

densities of most materials were entered by hand; the di�erence to the densities listed in the

database was less than a few percent however.

Projections of the geometry used in the simulations are shown in �gure 4.1 on page 44. They

were created by the OpenGL viewer included in Geant4. In 4.1a, a geometry with only the

single sensor, the Fast here, is depicted. For the area A of the sensor, i.e. the converter, the

detector and the Al2O3 substrate, A = 200 mm2 was assumed. The thickness of the lead

or cadmium housing was taken to be 1 mm. In 4.1b, the geometry for the simulation of the

whole dosemeter is displayed. The dimensions implemented here were acquired by measuring
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the dosemeter head of a real device. The outer width of the steel box the B4C �lling is

brought into is 60.4 mm; the thickness of the device is 16.2 mm. The circuit boards, in which

the sensors are placed, are 50.4×50.4 mm2. At the positions of the sensors, gaps were created

using boolean solids (see section A.1).

For later simulations with the Delta and Albedo sensors, not only the whole geometry of the

dosemeter was implemented, but also a slab phantom. This was necessary as the Albedo sensor

crucially relies on backscattered neutrons from a phantom, as described in section 3.3.3; thus

the phantom served to compare measured and simulated data. In the case of the Delta sensors,

the impact of the phantom on the number of counts in Delta D1 and G1 (see section 3.3.2)

had to be studied. Figure 4.1c shows the geometry used in the case of a phantom, with the

dosemeter attached to the phantom surface. Its dimensions are 30× 30× 15 cm3; the material

is plexiglass, i.e (C5H8O2)n. Although a water phantom should be used in order to reproduce

a dose value described by the quantity Hp (10) (see section 2.3), all experiments described

in this work were conducted with a plexiglass phantom, since the di�erence is considered

negligible4 ([104]). Thus, of course, the phantom in the simulations was plexiglass as well.

The beam used in the simulations of the sensors and the dosemeter was implemented

utilizing the G4ParticleGun class described above. As mentioned there, the beam was not

designed as a pencil beam, but a certain width d2
B was implemented using the random number

generator. Thus, the original position of a neutron being simulated is sampled from a square

area for each event. The dimension of this square area is referred to as the beam width; e.g.,

to irradiate the dosemeter device housing, a width of d2
B = 60.4 × 60.4 mm2 is needed. The

energy of the incident particle can also be sampled from a Gaussian distribution, whose width

∆En has to be given by the user. In most cases, however, this functionality was not used,

and a mono-energetic beam was applied. The values of the parameters controlling the beam

behavior, i.e. ∆En and dB, must be given by the user, so a Messenger class was created that

enabled command line options to edit these quantities during run-time. In some simulations

(the parallelized ones, see below), however, the beam and energy widths were implemented in

a hard-coded way, as the input was applied by a script and not during run-time then.

For the simulations of the neutron dosemeter, of course a hadronic physics list as described

in supplement A.1 was used. It was implemented as a custom physics list derived from the

Modular Physics List base class. The code was similar to the pre-de�ned QGSP_BERT_HP

and QGSP_BIC_HP lists, which were used as samples for the custom one. The constructor

(or part of it) of the NDosPhysicsList class is shown in listing A.1. One can see that this class

is derived from the modular physics list class �rst. The individual model collections are then

introduced using the RegisterPhysics member function. These collections, like the Penelope

physics used here, are Physics Constructors; registering them enables the physics list to pro-

vide their models to the Monte Carlo engine. As shown in the listing, the pre-de�ned hadronic

physics lists also rely on Physics Constructors as model collections; these are denoted as

HadronPhysicsQGSP_BIC_HP for the Binary INC and HadronPhysicsQGSP_BERT_HP

4M. Wielunski (HMGU), private communication
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Algorithm A.1 Constructor ([101]) of the NDosPhysicsList class

NDosPhysicsList : : NDosPhysicsList ( G4int verbose )
: G4ModularPhysicsList ( verbose )

{

this−>defaultCutValue = 0.7*mm;

// EM Phys ics
this−>Reg i s t e rPhys i c s ( new G4EmPenelopePhysics ( verbose ) ) ;

. . .

// Hadron E l a s t i c s c a t t e r i n g
this−>Reg i s t e rPhys i c s (

new NDosHadronElasticPhysics ( " e l a s t i c " , verbose , 1 ) ) ;

// Hadron Phys ics
this−>Reg i s t e rPhys i c s (

new HadronPhysicsQGSP_BIC_HP("hadron" , 1 ) ) ;
/* or :

t h i s−>Reg i s t e rPhys i c s (
new HadronPhysicsQGSP_BERT_HP(" hadron " , 1 ) ) ; */

. . .

}

for the Bertini INC (see A.1). For most simulations, the Binary model was used, since with

the Bertini model slight discrepancies at the transition from cross-section based calculations

to the model at En = 20 MeV were observed (see section 4.2 on page 66).

The elastic scattering of the hadrons is in Geant4 sourced out of the hadron physics

collections to a separate physics constructor, here denoted as NDosHadronElasticPhysics.

That collection was implemented as well, as here the thermal scattering of neutrons described

by the S (α, β) matrix had to be enabled. This functionality was however activated as a test

when simulating a phantom only, since the thermal scattering models slow down the speed of

the applications to a prohibitive value. In the cases where thermal scattering was activated,

the cross sections of polyethylene were used for the plexiglass molecules in the phantom.

Since currently no thermal cross sections for the latter material are included in Geant4, that

procedure was the best approximation possible.

As can be seen from the �HP� in the hadron physics constructors´ names, the High Precision

Neutron Package relying on the ENDF-B/VI database was used for neutrons below En =

20 MeV (see supplement A.1). For that, the cross section data available on the web page

[26] appropriate for the Geant4 version 9.3.p02 was taken. Since it was reported5 that with

these cross sections and that version of Geant4 , the kinematics of the 6Li (n, α) 3H nuclear

reaction (3.7) is not calculated correctly, the �les containing the 6Li data were replaced by

5Z. Hartwig (MIT), http://hypernews.slac.stanford.edu:5090/HyperNews/geant4/get/hadronprocess/
1045.html, in the Geant4 Forum at SLAC
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Algorithm A.2 Class declaration of NDosMonitor

class NDosMonitor {

public :

void setSimID ( int id ) ;

void setNeutronEnergy (double energy ) ;

int dumpToTable ( ) ;

void printEvent ( . . . ) ;

void addEnergyFast ( int l ayer , double energy ) ;

void incrEvent ( ) ;

void setCutOff (double c u t o f f ) ;

. . .

private :

. . .

}

the ones from a newer version.

For the scoring of the results of each event, a dedicated scoring class NDosEnergyDeposi-

tionScorer was implemented, following the design of the primitive energy deposition scorer

as described in the previous section. Like the primitive scorer, this one records the energy

deposited in the volume it is attached to. The di�erence, however, is that in the case of the

dosemeter simulations, not the usual result collection based on the G4HitsMap class was em-

ployed, but rather a specialized Observer class, called NDosMonitor. As can be seen from

�gure A.1, the data acquired by the scorers is handed to the monitor, which serves as both

storage and output interface. Thus, the NDosMonitor class is the central element of the appli-

cations. The data handling is implemented there using std::vector containers from the C++

standard template library ([101]). In listing A.2, a part of the public interface of this class is

shown. The scorers, that hold a pointer to it, utilize its addEnergyFast, addEnergyAlbedo etc.

member functions, depending on which detector they are used for. The energy depositions are

then summed up for each scorer and each event by the monitor class.

Besides the scorers, also the other derived classes hold pointers to NDosMonitor. Thus, the

primary generator informs the monitor on the neutron energy En for each event using the

setNeutronEnergy class; moreover, the end of a certain event and beginning of the next one is

communicated by invoking the incrEvent class; the event number is handled by NDosMonitor

alone. If energy was deposited during the event, the total energy deposition and the corre-

sponding sensor is displayed on the screen by the monitor class using its printEvent member
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function.

As shown in �gure A.1, the data is passed by the NDosMonitor to aMySQL database. There,

all energy deposition values for all events of a simulation are stored, along with the sensor

name, the scoring layer (see below) and the event number. The member function to accomplish

this is dumpToTable, which is called if the results collection in NDosMonitor reaches a certain

length. This procedure both serves as a backup of data, and enables analysis and reanalysis of

simulation runs at later times. However, as all outputs are stored, the memory consumption

of the database is huge in many cases. For long-running simulations, then, a cut-o� Ecut was

applied, below which the events are not stored in the database. This cut refers to the total

energy deposition during one event, and has in no way to do with the range cuts describe

above. If the cut value is chosen small enough, i.e. Ecut < Ethresh, no di�erence in the response

calculated from the simulations occurs. This is because the general features of pulse height

spectra, as shown in section 4.1, are not dependent in their very low-energetic regions, where

mainly photons (e.g. from (n, γ) reactions) contribute to the signals. In those regions, however,

the total number of pulses is huge, so that the application of a cut-o� is pro�table. Typical

values for Ecut are Ecut = 10 . . . 500 keV; they are given by the user or an input �le and

handed to the monitor class using the setCutO� function.

In order to be stored in a database, the outputs must be assigned a certain key for identi�-

cation. This key is referred to as the SimID ; it is given by the user and passed to NDosMonitor

with the setSimID function. Here, the SimID is a integer number which is set for each sim-

ulation run. In the analysis, the data can then be identi�ed according to their key, which is

the SimID passed by the monitor as well. The SimID also serves as a seed for the random

number generator, which is is a version of the HepJamesRandom engine described in [105].

The classes described in the previous paragraphs correspond to the classes needed for a

basic simulation as shown in supplement A.1. As can be seen from �gure A.1, several other

optional functionalities were implemented for the dosemeter simulations. Among them are the

messenger classes enabling command-line options for the user to adjust beam width and en-

ergy, set the SimID etc. The RunAction class provides information on the simulation run and

puts them out on the screen, as well as it triggers the dumpToTable function of NDosMonitor.

As written above, basic visualization possibilities are part of the Geant4 toolkit. Thus, to

enable the creation of pictures as shown in �gure 4.1, the colors and drawing parameters of

the various volumes had to be given in the geometry class NDosDosimeterConstruction. The

actual rendering is then controlled by either user-interface commands or a script; in order to

speed up simulations however, no visualization was applied in most cases.

For parallelization of the programs, the MPI library (Message Passing Interface, [106]) was

used. Like most Monte Carlo applications, the dosemeter simulation could be parallelized in

a trivial way; the number of events to be simulated had to be distributed on several processes

running in a multi-core environment. In that case, however, the user interface had to be

dropped, so that all inputs had to be given in a input �le. The parameters, i.e. SimIDs, cut-o�s,

neutron energies and number of events per energy, were then passed to the di�erent program
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processes by the MPI functions. This procedure was especially important when simulating

with a phantom, for example when investigating the Albedo detector (see section 4.1.3 on

page 60). The parallelized programs were usually run on a Intel i3 dual-core PC with four CPU

nodes (via Hyper-Threading). In the case of very long-running simulations with a phantom,

four Intel i7 computers at the Physics Department of the TU München were used, with 24

nodes altogether.

A.3. Analysis of the simulation results

The output of the dosemeter simulation programs is the data produced by the various scorers

during run-time. It is stored in a MySQL database, as described in supplement A.2. For

analysis purpose, the data could then be read from the database afterwards.

For analyzing the simulation results, in general two steps were taken. First, pulse height or

energy collection spectra were created for each sensor and each simulation, i.e. histograms of

the number of events Nevents per interval of collected energy Ecoll. Then, by integration, the

response of a particular sensor could be inferred from the corresponding pulse height spec-

trum. In order to accomplish these two tasks, Root was used, which is a powerful statistics

framework. Like Geant4, Root is developed at CERN ([78]). It provides a C++ interpreter

which can be utilized to run user-de�ned scripts, which are designed to read and analyze the

data and produce graphs and �gures.

When creating pulse height spectra for a simulation output, attention has to be paid to

the charge collection e�ciency (CCE) εq and its dependence on depth z below the detector

surface, as described in section 3.2. The �gure on page 32 shows the function εq (z) assumed for

the detectors used in the HMGU dosemeters. One can see that in general, an energy deposition

Edep in a arbitrary depth of the detector does not contribute to the signal Ecoll to full extend,

but only to a fraction equivalent to the CCE at that depth. In order to incorporate this

behavior into the analysis, the Silicon detectors in the dosemeter simulations were designed

as a stack of thin layers. Altogether, between 100 and 200 layers were used to model a 400µm

detector, so one layer consisted of a Silicon �lm of between 2µm and 4µm. Each was assigned

a separate scorer as described above, yielding entries in the database for each event in which

energy was deposited in the corresponding layer. In the analysis then, that energy deposition

was weighted according to the value of εq appropriate for the depth of the layer. Thus for a

single event, the pulse height or signal is given by

Ecoll =
∑
l

Edep,l · εq (zl) (A.1)

with the sum running over all layers l = 1 . . . 100 or l = 1 . . . 200.

The implementation of this procedure in the analysis scripts is given in listing A.3. The

table vector array holds all the data that is read from the database for a certain simulation

and a certain sensor; the cce vector contains the εq values for the layers. In the for-loops

144



A.3. Analysis of the simulation results

Algorithm A.3 Application of equation (A.1) and creation of a pulse height spectrum in a
Root script

TH1D* createPulseHeightSpectrum ( . . . ) {

// Read data and CCE:
std : : vector<double>* t ab l e = readTable ( . . . ) ;
s td : : vector<double>* cce = readCCE ( . . . ) ;
. . .

// Weight d e po s i t i o n s accord ing to CCE:
std : : vector<double>* s i g n a l s = new std : : vector<double>;
for ( int j = 0 ; j < numEntries ; ++j ) {

double energy = 0 . 0 ;
for ( int k = 0 ; k < numLayers ; ++k) {

energy += ( cce−>at (k ) * t ab l e [ k ] . at ( j ) ) ;
}
s i gna l s−>push_back ( energy ) ;

}
. . .

// Create pu l s e h e i g h t his togram :
TH1D* histogram = new TH1D ( . . . ) ;
s td : : vector<double>:: i t e r a t o r i t e r = s i gna l s−>begin ( ) ;
s td : : vector<double>:: i t e r a t o r end = s i gna l s−>end ( ) ;
while ( i t e r != end ) {

histogram−>F i l l (* i t e r ) ;
++i t e r ;

}
histogram−>Sca l e ( "width" ) ;
. . .

delete cce ;
delete s i g n a l s ;
delete [ ] t ab l e ;
return histogram ;

}

following, equation (A.1) is applied for all events independently, yielding a pulse height Ecoll
(called energy here) for each; these pulse height values are stored in the new vector signals.

The newly created histogram (Root C++ class TH1D) is then �lled with those values in the

while-loop (using iterators, [101]). By applying the Scale member function of the histogram

class, the spectrum is normalized to the bin width, yielding a distribution dNevents
dEcoll

in the end.

Usually, the spectrum was normalized to the number of incoming neutrons as well, which was

of course related to the neutron �uence Φn and the sensors area A = 2.0 cm2 via

Nn = Φn ·A (A.2)

Since the number of counts Nevents is proportional to the number of incoming neutrons, the
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two representations are equivalent:

dNevents

dEcoll
∝ 1

Nn
· dNevents

dEcoll
=

d2Nevents

dNndEcoll
(A.3)

The number of counts for the incident neutron �uence used in a simulation can be inferred

from the pulse height spectrum (A.3) by integration. As described in section 3.1, all events

leading to a signal higher then the sensor´s threshold, i.e. Ecoll ≥ Ethresh, constitute a count.
Thus, the number of events above Ethresh in the pulse height spectrum yields the number of

counts Nc via

Nc =

∞̂

Ethresh

dEcoll ·
dNevents

dEcoll
= Nn ·

∞̂

Ethresh

dEcoll ·
d2Nevents

dNndEcoll
(A.4)

By adjusting the number of incident neutrons Nn in the above formula (A.4), the theoretical

number of counts for a arbitrary neutron �uence can be calculated. The ratio, i.e. the number

of counts per number of incident neutrons is referred to as the response of the sensor, which

is a useful value to characterize the e�ectiveness for neutron detection. This de�nition is for

example applied in [20, 21]. However, the response is often de�ned as counts per neutron

�uence as well, which is equivalent besides the factor A, i.e. the sensor area. With R denoting

the response (unit [R] = cm2), this yields according to (A.4)

R =
Nc

Φn
=
Nc ·A
Nn

= A ·
∞̂

Ethresh

dEcoll ·
d2Nevents

dNndEcoll
≡ A · η (A.5)

Thus, in this thesis η denotes the response per unit sensor area, i.e. η = R
A .

6 Another de�nition

is the response related to dose η′, i.e. the number of counts per personal dose equivalent

Hp (10). With (2.4), the de�nition of this quantity (unit [η′] = Sv−1) is

η′ =
Nc

Hp (10)
=

Nc

h · Φn
=
R

h
= η · A

h
(A.6)

The responses of the various sensors of the HMGU dosemeter are the central quantities in

this work. As will be shown later, the overall response is quite di�erent between the di�erent

sensors, partly because of the comparator settings Ethresh, partly because of geometric reasons

and partly because of the converter composition and thickness. The in�uence of the neutron

energy En on the response is huge as well. By running simulations with various incident

energies, it becomes possible to approximate the response function R (En) ∝ η (En) for each

sensor, i.e. to investigate the dependency of R on En.

Thus, once the response is known at a number of energies, a assumption of R (En) can

be made by interpolating the simulated results. Then, the response to a neutron spectrum,

6Since A = 2.0 cm2, the conversion between the two de�nitions is easy.
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R̄ ∝ η̄, i.e. with non mono-energetic neutrons, can be calculated according to

η̄ =
R̄

A
=

´
dEnη (En) dΦn

dEn´
dEn

dΦn
dEn

(A.7)

According to

Nc = Nn · η̄ = Φn · R̄ (A.8)

this can be used to calculate the number of counts that would be measured in a neutron

�eld with the appropriate energy distribution dΦn
dEn

if a certain number of neutrons Nn hit the

sensor with area A, i.e. if the neutron �eld had the �uence Φn = Nn
A .

When comparing with measurements, an uncertainty has to be assigned to the simulated

response values. The overall uncertainty ∆R is given by the uncertainties of �uence (that is,
Nn
A ) and counts ∆Φn and ∆Nc. In the case of simulations, where the uncertainties are purely

statistical, the in�uence of other quantities like ∆A or even∆En is zero, since those variables

are controlled by the user. Nn and Nc are distributed according to the Poisson distribution;

the uncertainties are thus ∆Φn = ∆Nn
A =

√
Nn

A and ∆Nc =
√
Nc ([45, 99]). With

∆R = R ·

√(
∆Φn

Φn

)2

+

(
∆Nc

Nc

)2

(A.9)

this yields

∆R = R ·
√

1

Nn
+

1

Nc
(A.10)

For measurements, response values for comparison can be calculated from the number of

counts and the neutron �uence; in that case however, further uncertainties, both statistical

and systematical ones, have to be considered (chapter 5).

A.4. Geant4 validations

Unlike several other Monte Carlo codes, e.g. MCNP ([70]), Geant4 is freely available in

numerous versions. Its source code is improved and the functionality expanded steadily, and

newer versions are published usually twice a year. Although the outcomes of the simulations

are usually reliable, and the whole framework is well validated ([26]), the rapid development

however means that in certain cases the results of a particular simulation have to be checked

against analytical results or measurements.

For the dosemeter simulations, two points were considered critical. First, it had to be

checked whether Geant4 is capable of assigning the energy deposition in very thin layers of

Silicon (the detector layers, as described in A.3) correctly. Furthermore, the remedy used in

this work for the incorrect calculation of Eα and Et due to the cross section problems (see

supplement A.2), i.e. the swapping of the cross section �les, had to be tested.
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Figure A.2.: Energy deposition of 5.0 MeV protons in a Silicon slab of variable thickness.
The (descending) thickness is displayed on the x-axis, the energy deposition per
particle on the y-axis. The points refer to Geant4 simulation with di�erent
range cut values; the line corresponds to a calculation from the stopping power
[107].

Energy deposition in thin layers

As mentioned above, the Geant4 simulations of the dosemeter are scoring the energy depo-

sition in 100 or 200 layers of Silicon, each with a thickness of 4µm or 2µm in order to enable

a weighting with the charge collection e�ciency εq during the analysis. As there were doubts

if the calculation of the deposited energy, especially concerning di�erent range cuts, worked

correctly,7 a simple test simulation was run. In that program, protons with a kinetic energy of

5.0 MeV were used as primary particles; the physics list applied here was QGSP_BERT, i.e.

the Bertini model with standard electromagnetic physics (see supplement A.1). The geometry

was a simple Silicon slab with a speci�c thickness and a energy deposition scorer assigned

to it. In several simulation runs, the energy deposition per incident particle in the Silicon

layer was scored. In between those runs, the thickness of the layer was changed, varying from

400µm to 0.1µm. Furthermore, three di�erent range cuts were applied, which were 1.0µm,

5.0µm and 1.0 mm.

As a comparison, the energy depositions in the Silicon �lms of varying thicknesses were

calculated from the stopping power values given in the NIST database ([107]), assuming that

the energy loss of a proton in matter is equivalent to the energy deposition in that matter. In

order to yield the energy deposition, the values were integrated using the trapezoid rule.

7M. Wielunski (HMGU), private communication
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Results of the simulations and a comparison with the NIST calculation are displayed in

�gure A.2. It turns out that down to a Silicon thickness of 0.1µm, all results agree rather

well. Concerning the simulations, there is only a slight di�erence between the values obtained

with a range cut of 1.0µm and the ones with a higher cut. The points obtained with cut

values of 5.0µm and 1.0 mm are not the distinguishable. Above around 1.0µm slab thickness,

the simulated and calculated energy deposition show almost no di�erence. Below, the energy

deposition with a range cut of 1.0µm is slightly lower than the other values; this can be

attributed to the delta rays, i.e. secondary electrons with rather high kinetic energy that leave

the volume without depositing much of their energy there. Their energy of course contribute

to the energy loss of the proton and is incorporated in the NIST values from which the curve

in �gure A.2 is calculated. With high cut values, those secondaries are not produced in the

Monte Carlo simulations, and thus their energy is deposited locally yielding a similar behavior.

Only with a very small range cut, the delta electrons are tracked, and the energy deposition

decreases.

This test shows that the energy deposition in thin layers is handled correctly by theGeant4

scorers, even in layers with thicknesses below 1.0µm. In the case of very thin �lms, the

range cut should be set to a small value. Thus, for the dosemeter simulations, a range cut

corresponding the the layer thicknesses of the Silicon detector was chosen, which was 2.0µm

mostly. When simulating the dosemeter on a phantom, cuts were assigned to the di�erent

regions separately, so it was possible to apply a range cut of 2.0 nm, but only in the sensor

regions themselves.

Kinematics and cross-section of the 6Li (n, α) 3H reaction

When using theHigh Precision Neutron Package, cross sections from the ENDF-B/VI database

([44]) are used to calculate the kinematics of neutron reactions with certain nuclei ([79]). As

it was mentioned in supplement A.2, an error in the treatment of the reaction (3.7), i.e.
6Li + n → 4He + 3H, concerning the energy of the emitted alpha and tritium particles was

reported in the Geant4 forum (see footnote on page 141). To �x this problem, the cross

section data �les for 6Li from a newer version of Geant4 (i.e. 9.5) were used to replace the

incorrect one.

To determine the correctness of this procedure, another simple simulation program was

created, with QGSP_BERT_HP as a physics list and neutrons with En = 10 keV as primary

particles. The geometry consisted of a 6Li slab with a thickness of d = 1µm. The energy and

�uence of tritium ions 3H were scored with a 1.0× 1.0 mm2 scorer behind the Lithium layer

at a distance of 9.8 mm. The solid angle corresponding to this is Ω = 1.0 mm2

(9.8 mm)2
≈ 10.4 msr.

Furthermore, the number of produced 3H ions in the Lithium target was scored. The two

scorers were restricted to tritium by applying an appropriate �lter.

The test simulation was run with 1 · 109 primary neutrons. The outcome was compared

to analytically calculated values. For the number of reactions, the cross section at 10 keV,

which is σn,α ≈ 1.504 b according to [44], and the density of 6Li, ρ ≈ 0.534 g/cm3, were used to
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calculated the interaction probability within the 1.0µm Lithium �lm according to equation

(2.3), that is p = 1 − exp (−Σn,αd) ≈ 8.04 · 10−6. Thus, for one billion incident neutrons,

Ncalc = 8040±90 (n, α) reactions are expected. The simulation result acquired by the tritium

production scorer was Nsim = 7941 ± 89, which agrees with the theoretical value within the

error ranges.

From the 7941 reactions, nine, i.e. 9± 3 tritium particles were emitted in forward direction

and registered by the 1.0×1.0 mm2 scorer. Their energy was between 2.79 MeV and 2.81 MeV,

which is the correct range according to equations (3.8) and (3.9) as well as �gure 3.10. As-

suming that the emission of 3H ions is isotropic, one expects 6.7 ± 2.7 particles in a solid

angle Ω ≈ 10.4 msr from Ncalc = 8040 ± 90 tritiums being produced. This again �ts well to

the simulated value.

In order to judge the outcome of this test, one must consider that the original problem

leading to the remedy applied here was that Geant4 calculated a tritium energy of Et =

1.56 MeV according to footnote 5 on page 141. That energy however was no longer scored in

the simulation with the �xed cross section �les. It can thus be considered save to apply the

presented workaround to create reliable simulation results.
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mono-energetic measurements

The simulation results presented in section 4.2 give the response η = R
A of the various sen-

sors of the HMGU dosemeter at certain points of neutron energy En. By interpolation, the

dependency of the response on that energy, that is R (En), can be approximated. Before a com-

parison with the measurements conducted in this work can be done however, equation (A.7)

has to be applied for the energy distribution of each experiment in question. The response

value at a distinct energy can not be validated that way.

Using mono-energetic neutrons however, the mono-energetic responses of the sensors can be

measured directly, at least in an energy range where such neutrons are available. An appro-

priate experimental campaign at the Physikalisch-Technische Bundesanstalt (PTB)

has been done with the dosemeter prototypes. These measurements were not conducted in the

frame of this work, and the �nal results as well as a thorough description of the experimental

setup will be given in a forthcoming Master´s thesis.1 Here, only the result of a preliminary

analysis is outlined.

At the PTB, accelerator-produced protons and deuterons can be directed on deuteron, tri-

tium and Lithium targets producing neutrons in 3H (p, n), 3H (d, n), 2H (d, n) and 7Li (p, n)

reactions. The neutrons are measured behind the target in direction of the primary beam,

so that their kinetic energy is given by the beam energy and the Q-value of the appropri-

ate reaction. Seven di�erent neutron energies have been utilized in the experiment with the

dosemeters, ranging from En ≈ 140 keV to En ≈ 14.8 MeV. The �uence at each energy corre-

sponded to a dose of Hp (10) ≈ 0.9 . . . 5.4 mSv, respectively, in a distance of either d = 1 m or

d = 1.5 m from the target. For the actual measurements, eight dosemeters were attached to

two plexiglass phantoms in that distance d. The positions of the individual devices were on

the surface were marked.

For the preliminary analysis, these positions were used to determine the correction factors

for the �uence due to solid angle and cross section energy dependence. For the dosemeters in a

maximal radial distance from the beam axis, the correction factors were in the order of 14 %.

Also, the dependence of the neutron kinetic energy on the dosemeter position was taken into

account. Here, the correction that had to be applied was less than 2 % for all devices. The

mean energy for a given measurement was determined by averaging over the neutron energies

at the eight dosemeter positions.

1F. Bergmeier and M. Wielunski (HMGU), private communication
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Figure B.1.: Response functions for the sensors of the dosemeter obtained with phantom,
and response values measured at PTB (F. Bergmeier and M. Wielunski, HMGU,
private communication)

For the calculation of uncertainties, the errors in radial and axial distance were estimated

as ∆d = 0.5 cm and ∆r = 1 cm, respectively. In the �nal analysis, these values will have to

be concretized. The uncertainty in the dose (on the beam axis in distance d from the target)

was around ∆Hp(10)/Hp(10) ≈ 2.5 . . . 5.5 % according to PTB statements.2

In �gure B.1, the response functions of the six sensors calculated from the simulation results

in chapter 4 are shown; as described there, a phantom geometry was used, as well as the

Binary INC model as physics list and for neutron energies below 20 MeV the HP package.

In the analysis, the lower threshold values given in the table on page 108 were used. For

the general shape of the functions, this obviously makes little di�erence. The dependences of

R ∝ η on En for the various sensors have been discussed shortly in section 4.2 already. Here,

anyway, only the energy sub-range in which neutrons at the PTB are available is shown. The

preliminary results of the measurement campaign are displayed in the same �gure. In most

cases, a remarkably good agreement with the simulations can be observed.

For the Fast sensor, only the energies En > 1 MeV can be used for comparison, since

the response is nearly zero below. In spite of the low experimental uncertainty here, the

interpolated curve almost exactly reproduces the measured points. In case of the Albedo

sensor, the characteristics of the response behavior with energy in the measurement is also

given by the simulation very well. For nearly all tested energies, the interpolated curve lies

2S. Röttger (PTB), according to F. Bergmeier and M. Wielunski (HMGU), private communication
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within the experimental uncertainty. The fact that in the PTB measurements the response is

estimated slightly too high might be because of scattered neutrons from the other dosemeter

devices, since they were positioned quite closely to each other on the phantoms.

For the Delta sensors, the comparison is generally more di�cult because of the lower statis-

tics due to the lower overall response. However, the same characteristic R = R (En) depen-

dence is shown in measurements and simulations, and agreement within the uncertainty range

is true for most points as well. It must be noted that in some cases, seemingly huge discrepan-

cies are owned to the linear interpolation of the simulated points; if the simulation resolution

was higher, the agreement in the cases of e.g. En ≈ 140 keV or En ≈ 2.5 MeV would be better.

Generally, it can be concluded from the graphical comparison that the simulation results

reproduce the (experimentally) true behavior of the response very well for all sensors of the

dosemeter, at least in the energy range considered here. This is a very important indication for

the reliability of the Geant4 applications created in this thesis. During their development,

former PTB measurements (e.g. [21, 15, 3]) have already been used for checking; as a �nal

comparison in the present thesis however, only the newest results are shown, since only in

their case prototypes with the current design have been tested.
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Publications from this work

From the present work, two publications originated, that is one article in an international

journal which will be published soon, and one poster with corresponding oral presentation:

Article Intercomparison of Radiation Protection Instrumentation in a Pulsed Neutron Field

M. Caresana, A. Denker, A. Esposito, M. Ferrarini, N. Golnik, E. Hohmann,

A. Leuschner, M. Luszik-Bhadra, G. Manessi, S. Mayer, K. Ott, J. Röhrich,

M. Silari, F. Trompier, M. Volnhals, M. Wielunski

Nuclear Instruments and Methods in Physics Research A, to be published

Poster Presentation Development of Active Neutron Dosemeters

M. Volnhals, M. Wielunski, W. Rühm

Advanced WE-Heraeus Physics School �Ionizing Radiation and Protection of Man�, Bad

Honnef, August 2012

awarded with a �Best Poster Prize�

Further publications on the charge collection e�ciency of the PIN-diodes (section 3.2) and

the measurements at the PTB (supplement B) are currently being prepared.
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